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Statistical Issues in
Analyzing the NHANES |
Epidemiologic Followup
Study

by Deborah D Ingram, Ph D, and Diane M
Makuc, DrPH , Division of Health and Utihzation
Analysis

introduction

This report 1s concerned with statistical 1ssues faced by
analysts of the Epridemiologic Followup to the first National
Health and Nutntion Exammnation Survey (NHEFS) The
NHEFS 1s a longitudinal study that uses as its baseline those
persons 25-74 years of age who were examined dunng the
first National Health and Examination Survey (NHANES )
The NHEFS 1s composed of a senes of followup surveys and
was designed to examine the relationship of baseline chinical,
nutntional, and behavioral factors assessed durning 1971-75 to
subsequent morbidity, mortality, functional impairment, and
mstitutionalization (1)

Most analysts of the NHEFS are interested in assessing
the relationship between a set of nsk factors measured at
baseline and some outcome event, usually death or disease
incrdence Analysis of data from the NHEFS 1s not straight-
forward because the analyst must consider differential lengths
of followup as well as the complex survey design

This report uses simulated data and NHEFS data to
compare three models for analyzing data from the NHEFS,
namely, the Cox proportional hazards model, the person-time
logistic regression model, and the cumulative logisuc regres-
s1on model The Cox model 1s commonly used to analyze data
from epidemiologic followup studies because 1t takes nto
account differential followup time Staustical methods and
software to incorporate the complex survey design in the Cox

The authors gratefully acknowledge the help of Jenmfer Madans, Chnstine
Cox, and Lester R Curtin of the Nauonal Center for Health Stanstics in their
review of this report, and the help of Bamy Graubard of the Nauonal Cancer
Institute, Frank Potter of the Research Triangle Institute, and Van Parsons and
Meena Khare, both of the National Center for Health Statistics, i consulta-
tions about weighted analyses

The NHANES 1 Epidermologic Followup Study was mitiated jointdy by
the National Institute on Aging and the Nauonal Center for Health Statistcs
and has been developed and funded by the Nauonal Center for Health
Staustics, the National Institute on Aging, the Nauonal Cancer Insutute, the
National Center for Chronic Disease Prevention and Health Promotion, the
National Heart, Lung, and Blood Insutute, the Nauonal Insttute of Mental
Health, the Nauonal Institute on Alcohol Abuse and Alcoholism, the National
Insutute of Allergy and Infectious Diseases, the National Instiute of Neuro-
logical and Communicative Disorders and Stroke, the Nauonal Insutute of
Arthnts and Musculoskeletal and Skin Diseases, the National Institute of
Child Health and Human Development, and the National Institute of Diabetes
and Digestive and Kidney Discases

model have recently been developed (2,3) The cumulative
logistic regression model (generally referred to simply as the
logistic regression model) 15 also used to analyze data from
followup studies However, the logisuc model 15 not entirely
appropnate for use with the NHEFS data because 1t does not
take mto account differenhal length of followup The person-
ume logistic model 1s a modification of the curmnulative logistic
model and can incorporate the differential followup times (4)

This report also examines the effect of incorporating
different aspects of the complex survey design in the analysis
of NHEFS data The effect of the survey design on regression
coeflicients and their standard errors from the Cox propor-
tional hazards model 15 assessed by performing analyses under
four different options

® [gnonng all aspects of the complex survey design

e Incorporating only the stratification and clustering

¢ Incorporating only the sample weights

® Incorporating both the stratification and clustering and the
sample weights

Additional approaches considered are

® Tnmming the sample weights to reduce their vanability

e Stiraufying the analysis on variables used 1n the sample
design

® Including variables used 1n the design as covarnables 1n the
model

This report alse addresses several other statistical 1ssues
that anse 1n the analysis of the NHEFS data

® Calculation of followup time for incidence and mortality
studies

@ Development of sample weights for analyses of the NHEFS
that include all of the 100 NHANES [ sampling locations

® Descniption of “pseudo-stratum” and “pseudo-primary
sampling unit (PSU) codes™ for vanance estimation

This report provides a practical guide, including SAS and
SUDAAN code, for using the Cox and person-time logistic
regression models to analyze the NHEFS data under four
analysis options



Description of the study

Baseline design

NHANES 1, which took place duning 1971-75, provided
the baseline sample for the NHEFS NHANES I collected data
on a multstage, national probability sample of the US
civihan nomnstitutionalized population 1-74 years of age,
excluding persons in Alaska, Hawan, and reservation lands of
Amerncan Indians (5-8) Details of the plan, complex sample
design, response, and operation have been published (5-8)
Aspects of the design of NHANES most pertinent to the
analysis of the NHEFS are described in this section

NHANES I was conducted at 100 locations across the
United States and consisted of 6 nationally representative
samples that were not mutually exclusive (table A) Dunng
1971-74, the survey included persons 1-74 years of age from
locations 1-65 During 1974—75, the survey included persons
25-74 years of age from locations 66-100 Locations 1-35
{data collected during 1971-72) also composed a nationally
representative sample to produce early national estimates for
the nutrition portion of the survey

NHANES I 1ncluded a home interview, medical examina-
tion, and laboratory procedures for all participants As a result
of the varied design features of NHANES I, not all study
subjects recerved the same questions or examinations For
example, only persons n locations 1-65 recerved the nutrition
questionnaires A random sample of approximately 20 percent
of those 25-74 vears of age 1n locations 1-65 received a more
detalled medical examination The subsamples of persons
from locations 1-35 and locations 1-65 recerving the detailed
medical examination were each natwonally representative
samples {1-35 detaill and 1-65 detail) All persons 1n locations
66-100 received the detalled medical examnation (66-100
detail) The combined 1-65 detail sample and the 66-100
sample also form a nationally representative sample (1-100
detail)

The complex survey design of the NHANES I involved
scveral stages of selection In hierarchical order, these stages
were primary sampling units (PSU’s), enumeration districts,
scgments (cluster of households), households within clusters,
and persons within households Each PSU was either a
standard metropolitan statistical area (SMSA), a single county,
or a group of two or three contiguous counties The approxi-
mately 1,900 PSU’s were collapsed mto 40 superstrata For
the 1971-74 penod of the survey {locations 1-65), 15 of the
superstrata were selected with certainty (10 1n locations 1-35
and 5 1n locations 36—65) Each of the centainty strata con-
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taned one PSU that consisted of a single large metropolitan
area with a population of more than 2 mulhon The 25
remaining supersirata, referred to as the noncertainty sirata,
contained multiple PSU’s One PSU was selected from each of
the 25 noncertamnty strata for the first 35 locations, and a
second PSU was selected from each of the noncertainty strata
for locations 3665 Thus, the first-stage sample of 65 PSU’s
included 15 large metropolitan certainty areas and 50 pared
selections (2 x 25) from the noncertanty areas For the
1974-75 penod of the survey (locations 66—100), only 5 of the
15 superstrata (consisting of a single large SMSA) were drawn
into the sample with certainty The other 10 of these super-
strata were collapsed mnto 5 groups of 2 PSU’s each, from
which only 1 PSU was selected One PSU was selected from
each of the 25 noncertainty strata Thus, for the augmentation
stage of the survey, 10 of the 35 PSU’s were large metropoli-
tan areas and 25 were noncertainty areas Clusters of sample
persons were selected from the 100 PSU’s

Followup design

The baseline sample for the NHEFS 1s a national prob-
abihity sample consisting of the 14,407 participants in NHANES
1 who were 25-74 years of age at the time of the baseline
examination Thus, the NHEFS sample 1s a composite of the
11,348 persons aged 25-74 years from locations 1-65 of
NHANES I and the 3,059 persons from locations 66-100 of
NHANES I The number of NHEFS sample persons from each
of the NHANES I samples 1s shown in table A

The NHEFS consists of an ongoing senes of followup
surveys (1, 9-11) The first wave of followup was conducted
during 1982-84 and included vital status ascertainment, a
personal mterview with each participant or a proxy, and
collecuon of health care facility records and death certificates
Of the 14,407 siudy persons 1n the 1982-84 NHEFS, 93 per-
cent (13,383 persons) were successfully traced (table B) In-
terviews were completed for 93 percent (10,523 persons) of
those traced alive, and proxy interviews were completed for
84 percent (1,697 decedents) of decedents who were traced
)]

The second wave of followup was conducted duning 1986
for members of the NHEFS cohort who were 55-74 years of
age at the time of their baseline examunation All persons 1n
this age group not known to be deceased at the 198284
NHEFS, including those who were not traced, were n the
second wave At the end of the 1986 survey penod, 95 percent



Table A Numbar of examined persons, by sample location, type of examination, years of data collection, and age of target population

NHANES | and NHANES ! Epidemioclogic Followup Study

Number of examined persons

Age of Persons 25—74
Years of target years of age
Sample kocation and examinaton data collection population Total (NHEFS sample)
NHANES | samples
Locatons 1-35 nutation 1971-72 1-74 10127 5500
Locatons 1-35 detail’ 1971-72 25-74 1892 1882
Locations 1-65 nutntion 1971-74 1-74 20 749 11 348
Locahons 1-65 detail’ 1971-74 25-74 3.854 3,854
Locatons 66—100 detail 1974-75 25-74 3,059 3059
Locations 1-100 detal? 1971-75 25-74 6913 6913
NHEFS sample
Locations 1-100° 1971-75 25-74 14 407 14,407

Datall sampie Is a subsample of nutntion sample

2Locatons 1-100 detal sample 1S a combinanen of locabons 1-65 detall sample and locations 68100 detall sample
3NMEFS sample ts composed of persons 25-74 years of aga rom the localions 1-65 nuirtion sample and the locations 86-100 detall sampie
NOTES NHANES | 1s National Health and Nutribon Examinaton Survay | NHEFS 1 NHANES | Epdemwlogic Followup Study

Table B Number and parcant distribution of respondents by
status at followup, accerding to followup wave NHANES |
Epldemiologic Followup Study

Status at followup

All Last to

Foliowup wave rasgondents Alwe  Deceased followup

Number
193284 14 407 11 361 2022 1024
1986 3980 3132 635 213
1987 11750 10 463 555 732

Percent distribution?

1982-84 1000 789 140 71
1936 1000 787 160 54
1987 1000 B9 O 47 62

TMay not add 1o 100 percent because of rounding
NOTE NHANES 1 1s tha Nauonal Health arg Nutriion Examinaton Survey |

(3,767 persons) of the 3,980 subjects in the 1986 Followup
cohort had been successfully traced Interviews were com-
pleted for 97 percent of those traced alive, and proxy inter-
views were completed for 91 percent of decedents (10) The
1986 NHEFS collected information on changes in the health
and functional status of participants since therr 1982-84
followup The 1986 NHEFS consisted of vital status ascertain-
ment, a lelcphone interview with each participant or a proxy,
and collechon of health care facility records and death
certificates

The third wave of followup took place in 1987 An
attempt was made to recontact the entire surviving NHEFS
cohorl, including persons who had not been traced or inter-
viewed n the fiest and second waves of followup At the end
of the 1987 survey penod. 94 percent (11,018 persons) of the
11,750 subjects m the 1987 Followup cohort had been success-
fully traced Interviews were completed for 91 percent (9,526

persons) of subjects traced alive and for 85 percent (472
decedents) of decedents (11) The 1987 NHEFS collected
informanion on changes 1n the health and functional status of
the enure surviving NHEFS cohort since the last contact The
design and data collection procedures of the 1987 NHEFS
were very similar to those used in the two previous followups,
it that subjects were traced, subject and proxy interviews were
conducied, and health care facility records and death cerufi-
cates were collected

Sample weights

The final NHANES 1 sample weaght for each individual 1s
the product of the basic sample weight, a nonresponse adjust-
ment factor, and a poststratfication adjustment factor The
basic sample weight 1s the reciprocal probability of selection
for an individual and reflects the oversampling of subgroups in
locations 1-65 (8)

Oversampling—Elderly persons (65-74 years), women of
childbearing age (25—44 years), and persons residing 1n pov-
erly areas were oversampled in locations 1-65 No oversam-
pling of subgroups occurred in locations 66-100 The
oversampling 1n locations 1-65 1s illustrated by the following
sampling rates 14 for men 2044 years, 12 for women
20-44 years, 1 4 for persons 45-64 years, and 1 1 for persons
65-74 years Persons recewving the detalled medical examina-
tion were randomly selected from the 1-65-locations sample
using different sampling rates Imtially, poverty areas were
oversampled at a rate of 8 1, later this ratio was changed to
21

Nonresponse adjustment—The response rate in NHANES
[ was high for the home interview {about 99 percent for
persons 25-74 years of age) but lower for the medical
examinahon (about 70 percent for those 25-74 years of age)
Nonresponse adjustment factors were computed within five
annual income groups (less than $3,000, $3,000-$6,999,
$7,000-$9,999, $10,000-814,999, and $15,000 or more) within

3



Table C Sample welght percentiles by sample location and type of examination NHANES | Epidemiologic Followup Study

Sampla weight percentie

Number of
Sample locations and examination respondents Q 5 50 85 98 100
Locations 1-65 nutrion 11 348 am 1055 6314 26 491 31737 100 980
Locations 1-65 detall’ 3854 1616 4 200 21803 66,374 84 111 178994
Locations 66100 detail 3059 10411 16 561 33 326 60,185 74 421 166 038
Locations 1-100, detail? 6,913 1004 3 351 12,021 39427 49 472 121,040
Locations 1-100 all persons? 14,407 442 1,010 5,867 18,263 22 209 68 027

Dl sampls 1s a subsample of the nutibon sample

2 acatons 1-100 detail samgra is 8 combuwnaton of the locations 1-5 detaul and 66-100 detail samples
3NHANES | Epdenioiogec Follawup Stucy sampla 1s comprised of locations 1-85 nutntion sample and locations 66100 detal sample

NOTES NHANES | s Natona! Health and Nutrtion Examination Survey | NHEFS 18 NHANES | Emdermiologc Followup Study

each location (8) The factor 1s the ratio of the sum of basic
sample weights for all sample persons to the sum of basic
sample weights for all responding sample persons within the
same group For current NCHS surveys, nonresponse adjust-
ment factors are truncated at 2 However, in NHANES I some
of the nonresponse-adjustment factors were between 2 and 3

Poststratification adjusmment—A poststratification adjust-
ment procedure was employed to ensure agreement between
final sample estimates of the population and independent
age-race—sex-specific controls prepared by the U S Bureau of
the Census

As a result of the oversampling at baseline and of the
nonresponse adjustment, the NHANES 1 sample weights are
highly variable and skewed to the right (table C) For example,
the sample weights for the 3,854 persons 1n the NHEFS from
the 1-65 locations detailed sample range from 1,616 to
178,994, so that the ratio of the largest weight to the smallest
1s nearly 111 1 For the 66-100-locations sample, which had
no oversampling, the ratic of the largest weight to the smallest
1s only 16 1 The weights for all 14,407 persons 1in the NHEFS
(from locations 1-100) range from 442 to 68,027, so that the
largest weight 1s 154 times the smallest weight The 98th
percentile weights are considerably smaller than the maximum
sample weights For example, the 98th percentile weight for
the total NHEFS sample 15 22,209 compared with the maxi-
mum weight of 68,027

An individuzl respondent wath a large sample weight may
have a large and possibly undesirable influence on estimates,
particularly if the individual has an unusuval value for the
vaniable of interest [n addition, some relatively small groups
of individuals have large weights because of the oversampling
and can strongly influence estimates For example, m locations
1-65, only 17 percent (8 out of 47) of the black males aged
65-74 years with 9 or more years of education hved outside
the oversampled poverty areas at basehne However, this
17 percent accounts for 53 percent of the weights for this
group

A different set of sample weights was needed for each of
the NHANES 1 samples so that each sample could be used to
obtain national estimates Ongmnally, sample weights were
calculated only for the six NHANES I samples shown in
table A No sample weights were calculated for the entire
NHANES 1 sample (all persons m locations 1-100) Thus,
another set of sample weights for use with all 14,407 partici-
pants 1n the NHEFS was developed as descnibed 1n a later
section

The NHANES I sample weights are used for analyses of
the NHEFS data They have not been adjusted for the nonre-
sponse and loss to followup 1n the different NHEFS followups



Models for analyzing study
data

This section contains a description and companson of
three regression models that can be used to examine the
relationship between a set of nsk factors and some outcome
cvent The three regression models presented are the Cox
proportional hazards regression model, the cumulative logistic
regression model, and the person-time logistic regression
model Simulated data sets and data sets from the NHEFS are
used to compare parameter estimates from the three models In
the analyses presented 1n this section, 1t 15 assumed that the
data are from a simple random sample

In the companson of the three models that follows, 1t 15
assumed that longitudinal, rather than cross-sectional, analyses
are of mterest The NHEFS was designed for longitudinal
analysis, not for cross-sectional analysis The pnmary problem
with using the NHEFS for cross-sectional analyses 1s that, for
any given wave of followup, the NHEFS sample 1s not a
nationally representative sample because some subjects have
been lost to followup and some were traced but not inter-
viewed In addition, the NHEFS sample at the followup waves
does not reflect changes n the structure of the population
resulting from mugration that has occurred since the baseline
sample was drawn i 1971-75 For these reasons, the estima-
tion of prevalence rates from NHEFS data 1s especially
problemanc

Lengths of followup for subjects in the NHEFS are highly
varniable because of the staggered entry tmes (1971-75) and
the staggered followup interview times and because deaths
and censoring have occurred throughout the study penod
Thus, the Cox model 1s the preferred model for analyzing data
from the NHEFS because 1t takes mio account differential
followup time and does not require assumptions about the
survival me distnbution The Cox model has been used 1n the
vast majonty of published analyses of NHEFS data

The cumulative logistic regression model 1s not entirely
appropriate for analyzing the data from NHEFS because 1t
does not take mto account differential followup time Never-
theless, some researchers choose to use the cumulative logistic
regression mode! when analyzing data from the NHEFS either
because they prefer this model or because calculation of length
of followup 1s problematic for the outcome event being
studied In this section we demonstrate that the cumulative
regression model can produce senously biased estimates as a
result of its failure to take into account differential followup
time Researchers who wish to use a logistic model may find
the person-ime logistic regression model useful because 1t
takes into account differential followup time

The Cox proportional hazards model

The Cox proportional hazards modet assesses the relation-
ship between a set of nisk factors and some outcome event,
usually death or chsease incidence (12) The model measures
the relative nsk of death or disease 1n (infinitesimally) small
time intervals under the assumption that the relative nsk 1s
constant over the followup period The model utilizes both
covariates (nisk factors) measured on each individual and the
time each outcome event occurs The parameter estimates
depend on the rank ordering of the evént imes rather than on
the exact time an putcome event occurs

The cumulative logistic regression model

The cumulative logistic regression model (generally re-
ferred to simply as the logistic regression model) also assesses
the relationship between a set of nsk factors and some
specified outcome event However, the metnc it uses to
measure this association differs from that used by the Cox
model The cumulative logistic regression model measures the
relative odds of death or disease after a fixed duration of
followup The model 1s analogous to a multiple regression
model with a dichotomous dependent vanable Unlike the Cox
model, which takes into account differential followup time, the
logistic regression model assumes that all individuals are
followed for the same length of time Thus, for studies with
considerable differences 1n followup times, such as the NHEFS,
the logishc model may produce biased parameter estimates

When length of followup vanes, two approaches to the
cumulative logistic regression model can be taken The first
approach includes all individuals 1n the analysis, regardless of
their followup time This approach assumes that length of
followup has little effect on the parameter estimates This
assumption 1s not stnctly valid 1n mortality and mortadity
studies because the hikelithood of observing an event increases
with the length of time an individual 1s followed This
approach 1s used 1n the NHEFS analyses that follow because it
1s the approach that 15 most commonly used An alternative
approach 1s to “stop” the study after some specified period of
ttme With this second approach, any survivor (or decedent
from a cause other than the one of interest) whose followup
time was less than the specified length of ume 15 excluded
from the analysis In addition, decedents whose death occurred
after the specified length of time are included in the analysis as
SUrvIvors



The person-time logistic regression model

The person-ime logistic regression model 1s a modifica-
tion of the cumulative logistic regression mode] that takes into
account differential followup time (4) The former may be a
reasenable alternative to the latter for those researchers who
prefer to work with a logistic model The person-time logistic
model may also prove useful if the exact time of death or
discase occurrence 15 not known, but the survival data can be
grouped 1n time 1ntervals

The person-time logistic regression model 1mvolves ex-
pressing the dependent vanable as the number of outcome
events per person-txme unit of followup rather than per person,
as 1s the case for the cumulative logistic regression model For
the person-time logistic model, the followup peried 1s divided
mnto equal-length mtervals (for example weeks, months, or
years), the number of persons at risk and outcome events n
each nterval are counted, and these counts are aggregated
over all of the intervals Each individual contributes his or her
status 1 each interval followed (for example, alive = 0, and
dead = 1, noncase = 0, and case = 1) to the numerator and the
total number of intervals followed to the denominator An
individual who dies or 1s lost in an interval does not contribute
information for subsequent intervals

To 1illustrate, suppose that the time interval chosen 1s 1
month and that an individual 1s followed for 10 years, or 120
months For the person-ume logistic analysis, this individual
contnbutes information for all 120 intervals If this individual
15 alive at the end of followup, his or her vital status for each
of the 120 intervals 1s “alive ”” If a second indvidual 1s
followed for 5 years, or 60 months, he or she contnbutes
information for only 60 intervals If this individual dies 1n the
last month of followup, the vital status for 59 of the intervals
1s “alive,” and for the last interval the vital status 1s “dead ™

A basic assumption of the person-time logistic model 1s
that the probabihity of death for an individual in any time
interval 1s :ndependent of the number of time intervals already
survived {13} In other words, the assumption 15 exponential
survival time The survival ume distributions of the NHEFS
samples we have examined have been reasonably well approxi-
mated by the exponential distribution

Comparison of the three modeis

Simulation data sets

A previous simulation study examined the effects of the
following quantities on the patameter estimates from the threc
models disease incidence, nsk factor strength of associahon,
length of followup, proportion censored, nonproportional haz-
ards, and sample size (4) This section contains a bnef review
of the findings of this study, discussing the effect of disease
mcidence, length of followup, and nonexponentiality

For simplhicity, the models for the simulations contained
only one dichotomous vanable that designated group member-
shtp (Group 1 and Group 2) The length of followup was set at
10 years for most of the simulations, approximately the length
of ime between the baseline examination and the first wave of
followup in the NHEFS In the analyses prescnted here, the
proportion dead at 10 years in Group 1 was fixed at 10 percent
and 40 percent and the relative nisk of death for Group 2
(compared with Group 1) was fixed at 20

To ensure proportionality of the hazards over the followup
penod, the survival times were generated according to the
Weibull distribution The shape parameter for the Weibull
distnibution {c) was set to 1 2 for most simulations This value
was estimated from the NHEFS data

Simulations were performed to evaluate the effect of
censoring For these simulations the expected proportion cen-
sored by 10 years was fixed at 50 percent Censoring times
were generated according to the Werbull distribution

One of the assumptions of the person-time logistic model
15 exponential survival tme When the Weibull shape param-
eter, ¢, 15 equal to 1, the Weibull distribution reduces to the
exporential distnbution Thus, to assess the effect of nonexpo-
nentiality on the person-ime logistic estimates, sumulattons
were performed with ¢ =10, ¢c=035,and c = 20

Simulation results

The simulations showed that parameter estimates from the
person-time logistic regression model closely resembled those
from the Cox model when the survival time distnibution was
close to exponential (¢ = 1 2) The estimates from the person-
tume logistic regression model remained similar to the Cox

Table D Simulation resuits showing the effect of length of followup and proportion dead on estimates from three alternative regression

models
Person-time Cumuiative
Proportion dead Cox model ogrstic model logustic model
Standard Standard Standard
Length of followup Group 1 Group 2 Beta arror Beta error Beta eror
Parcent

5 years 4 9 070 025 070 026 072 027
10 ysars 10 19 070 018 o1 018 075 019
15 years 16 29 069 014 068 014 078 016
5 years 20 36 063 012 067 a12 080 015
10 years 40 64 0638 009 066 009 097 013
15 years 56 B1 069 008 065 oo8 119 015

NOTES From simulatons with two groups of sze=500 hazard raho=20 c=1 and no censorng Estimates are basad on a maan over 100 rephcates
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Table E Simulation results showing the effect of censoring on estimates from three alternative regression models

Parson tme Cumulative
Proportion dead Proportion censored Cox modef fogistic mode! togistric mode!
Standard Standard Standard
Group 1 Group 2 Group 1 Group 2 Beta &Tor Bata aror Bata error
Percent
10 19 None None 070 018 089 018 075 019
10 19 50 50 06g o1 069 021 Q74 023
0 19 50 None 068 020 072 020 037 o21
10 19 None 50 068 019 065 019 112 021
40 64 Nona None 068 009 066 009 097 013
40 64 50 50 069 010 067 010 099 017
40 64 50 None 070 o010 o7 010 058 015
40 84 None 50 067 010 062 010 137 015

NOTES Results are from simulations with two groups of sze=500 followup period=10 ysars hazard rabo=2 0 c=1 2 Censonng umas generataed by Weibull distnbuton with c=1 2 and 50 percant

censored éxpected by 10 years Estimales are based on a mean gver 100 replicates

estimates as the length of the followup period increased from
5 to 15 years and as the proportion dead increased (table D)
The person-time logistic estimates also were similar to the
Cox estimates when there was censonng (table E) The est-
mates from the two models closely resembled each other as
long as censonng occurred at the same rate m Group 1 and
Group 2 Even when censonng occurred at different rates 1n
the two groups, the estimates from the two models were fairly
simlar as long as the survival tme distribution was close to
exponential

The person-time logistic regression coefficients differed
substantially from the Cox regression coefficients when the
survival time distnbution was not close to exponential and
censonng occurred at different rates in the two groups (ta-
ble F) The person-time logistic regression coefficients could
be larger or smaller than those from the Cox model depending
on the value of ¢ and on which group had the censoring
However, although the effect of nonexponentiality was sub-
stanital when there was unequal censonng, 1t had only a
moderate effect as long as censonng occurred at the same rate
1n the groups

Parameter esimates from the cumulative logistic model
were similar to those from the Cox and person-ume logistic
regression models when the proportion dead was small (table D)
However, as the proportion dead increased (the relative nisk of
death remained constant at 2 0), the cumulative logistic est1-
mates also increased, thus becoming increasingly disparate
from the Cox estimates, which did not change For example,
when the proportion dead n the two groups ncreased from
10 percent and 19 percent to 40 percent and 64 percent, the
cumulative logistic regression coefficient increased from { 75
to 0 97 (table D) The corresponding regression coefficients for
the Cox model were 0 70 and 0 68 The parameter estimates
from the cumulative logistic regression model also increased
as the length of followup increased (table D) As can be seen,
this mcrease occurred because the proportion dead increases
with time

The simulations also showed that the cumulative logistic
regression model, unlike the Cox model, was quite sensitive to
unequal censonng rates across the groups (table E} When
more censormg occurred in the group with the smaller propor-
tion dead (Group 1), the cumulative logistic regression coeffi-

Table F Simulation results showing the effect of nonexponentiality on estimates from the person-time logistic regression model

Parson-tima logistic modal exponentahty parameter’

Proportion dead Proportion consored Cox model =05 c=10 c=20
Standrd Standard Standard Standard
Group 1 Group 2 Group 1 Group 2 Beota emor Beta aTor Bota amor Beta ermar
Percent
10 19 None None 070 018 Q71 0i8 070 018 068 018
10 19 50 50 069 o2 07 a1 0869 o2t 067 021
10 19 50 None 069 020 059 020 069 020 Q78 020
10 19 None S0 Q69 019 o83 018 069 019 056 019
40 84 None None 088 [1]4,:] 078 008 069 009 060 009
40 64 50 50 o6n 010 079 010 469 010 061 010
40 64 50 None 070 010 068 010 Q70 010 073 010
40 64 None 50 067 010 090 010 068 010 049 010

1The survival time distribution Is exponential when c=10

NOTES Rasults are from simulations with two groups of size=500 followup period=10 years and hazard ratio=2 0 Censoring tmes genarated by Wenbull drstribution and 50-percent censored

axpected by 10 years Estimates are based on & mean over 100 replicates



cient was substantially smaller than the Cox regression
coefficient When more censoring occurred n the group with
the larger proporhion dead (Group 2), the cumulative logistic
regression coefficient was substantially larger than the Cox
regression coefficient The effect of unequal censoring was
more pronounced as the proportion dead ncreased

Analyses of NHEFS data are more complex than the
stmulation models and typically include numerous risk factors
with differing strengths of association and nvolve unequal
censoring across groups Te gain more understanding about
the performance of the three models, we compared the models
using two data examples from the NHEFS

NHEFS data sets

The first data example involved the effects of age, race
{white, black), sex, systolic blood pressure (SBP), and smok-
ing (all vaniables measured at baseline) on subsequent mortal-
ity among persons 50-74 years of age (all 100 sampling
locations) In the models, age and SBP were treated as
continuous varnables, and cigatette smoking was categorical
(current, former, or never) Because vital statistics data suggest
that excess mortality among black persons dimimshes with
Increasing age, an age-by-race interaction term was included
in the model Vital status information and followup time came
from the 1987 followup There were 6,400 subjects n the
analysis, of whom 2,675 (42 percent) had died The proportion
dead ranged from 7 percent among white females 50-54 years
of age to 77 percent among black males 70-74 years of age
Length of followup among survivors ranged from 6 to 16
years with a mean of 14 years The time mterval used for the
person-time logistic model was 1 month For this example, the
survival time cistnbution was nearly exponential

The results for the first NHEFS data example are shown
m table G The Cox and person-time logistic models yielded
similar results 1n terms of both the regression coefficients and
their standard errors The regression coefficients from the
cumulatrve logistic regresston model were larger than those
from the Cox or person-time logistic regression models with

correspondingly larger standard errors Five of the seven
regression coefficients for the cumulanive logistic model were
outside 95-percent confidence limats for the Cox model coef-
ficients However, gtven the strength of the relatronship between
the nisk factors and death, )(3 tests for the cumulative logistic
model coefficients were similar to those for the Cox model
coefficients

The second data example mvolved race-specific analysis
of all-cause mortality as a function of serum albumin levels (in
tertiles less than 42, 4 2-4 4, and greater than 4 4 gm/dl),
adjusting for age, educational attainment (Iess than 12 years,
12 vears or more), systolic blood pressure, cigaretle smoking
(current, former and never), history of diabetes, and total
serum cholesterol (less than 200, 200-239, or greater than or
equal to 240 mg/dl) All vaniables were measured at baseline
Vital status and followup time came from the 1987 wave of
followup The analysis included 2,291 white males and 437
black males 45-74 vears of age from locations 1-65 of
NHANES I, of whom 1,120 white males and 260 black males
died Length of followup among survivors for all cause
montality ranged from 10 to 16 years with a mean of 15 years
The time 1nterval used for the person-time logistic model was
1 month In this data example, the survival tme distribution
was nearly exponential This analys:s does not incorporate the
complex survey design

The results from the analysis of the association between
serum albumin and all cause mortahty are shown in table H
The Cox and person-time logistic regression models yielded
similar regression coefficients The absolute value of the
person-time logistic regression coefficients tended to be some-
what smaller than the Cox estimates The standard errors from
the two models were essentially identical The regression
coefficients from the cumulative logistic regression model
were not as similar to the Cox coeflicients as the person-time
logistic coeflicients were For example, the coefficient for
diabetes for white males 1s 0 806 for the Cox model, 0 699 for
the person-time logistic regression model, and 1 531 for the
cumulative logistic regression model Five of the mne coeffi-
cients for the cumulative logistic regression model were

Table G Results from three alternative regression models relating death and selected baseline risk factors among persons 50-74 years

of age
Cox model Person time logistic mode! Cumuiative logistic mode!
Standard Standard Standard
Risk factor Bsta error ¥ Beta enmor i Bete eror
Sex (male) 0569 0043 1760 0526 0042 **1499 0 808 0063 1665
Race (black) 0325 0073 199 0 337 0073 215 0 504 0094 w285
Age [years)! Q085 0004 544 1 0090 0004 587 3 0131 0005 **656 5
Age by race —0024 0008 86 -0026 0 008 95 -0 029 0012 61
SBP (mmHG)? 0007 0001 800 0006 0 001 =702 001 0001 g9 5
Current smoker 0504 0047 1145 D 463 0047 g 2 0 760 0072 “*1108
Former smoker 0092 0055 28 0078 0055 20 0133 0080 28
*01ps 05
~p = 01
Tage is contered at 80 years
2SBP 13 systokc blood pressure

NOTES Results are based on analysis of persons 50-74 years of age at baselne from locations 1-100 Vital statys data are from the 1987 followup wave of the NHANES | Epsdemiclogic
Followup Study NHANES | is Nationa! Health and Nutrton Examinatien Survey |



Table H Results from three alternative regression models relating death, serum albumin, and selected baseline risk factors for males

45-74 years of age

Cox model Person-time logiste model Cumulative logrstic modei
Standard Standard Standard
Race and nisk factor Beta error ¥? Bata error ¥e Beta eror 7z
White
Alburmin (4 2-4 4) 214 0073 =87 -0 186 0073 *66 -0 354 0123 ~g 2
Albumin (>4 4) -032i 0080 =161 -0 288 0080 129 -0515 0131 156
Age (years) 0083 0005 3187 0076 0005 ~276 0 Q116 0007 w300 7
Education (< 12 years) 0213 0 067 103 0193 C 087 8 4 0 320 0101 100
Drabetes history (yes) 0806 o103 g1 0 0699 ©103 458 1531 0248 =35 2
SBP (mmHg)' 0009 00N 170 0005 0001 149 0010 0002 w218
Smoking (yes) 0 445 0063 ~50 6 0 396 0062 40 1 0582 0104 313
Cholesterol (200-239) 0159 0076 *44 0147 0076 38 Q271 0123 *49
Cholesterol (z240) 00864 0076 Q7 0053 0076 a5 0 062 0126 02
Black

Albumin (4 2-4 4) -0 181 0145 16 0150 0145 1M 0173 D 265 04
Albumin (>4 4) —0 400 0174 53 0335 0173 37 -0528 0283 35
Age (years) 0057 0003 b T 0050 0009 =305 0 082 0014 355
Education (<12 years) 0341 0225 23 0344 0225 23 Q577 031 34
Diabates history {yes) 0624 0218 32 0489 0217 51 1209 0535 *51
S8P (mmHg)’ 0006 Q002 51 a 005 0002 50 an12 0004 =g 7
Smoking (yes) 0278 0129 *46 0240 0129 a5 0 660 0231 g 1
Cholesterol (200-239) 0120 0155 06 0109 0155 Q5 -0192 0271 05
Cholesteral (=240) 0100 0159 Q4 —0 090 0159 03 -0 053 0278 00
“O1ps 05

o1

1SEP i3 systolic blood pressura

NOTES Results are based on analysis of white and black mnales 45-74 years of age at haseline from locations 1—85 Vital status data are from the 1987 lollowup wave of the NHANES |

Epdamiclogic Followup Study NHANES | is tha Nanonal Health and Nuation Examination Survey |

outside 95-percent confidence imits for the Cox model coel-
ficients for both white males and black males In contrast to
the person-time logistic regression coefficients, the absolute
value of the cumulative logistic regression coefficients tended
to be larger than the Cox coeficients The standard errors from
the cumulative logistic regression model were consistently
larger than those from the Cox model

For white males, conclusions denved from 5 lest statis-
tics were generally sumilar for the three models For black
males, those with the highest albumin levels had a sigmfi-
cantly reduced nsk of death according to the Cox model, but
this relationship did not reach statistical sigmficance according
to the other two models For this vanable, the person-time
logistic model yielded a weaker regression coefficient than the
Cox model, whereas the cumulative logistic regression model
yielded a stronger regression coefficient but also had a larger
standard error

Summary

Three regression models that can be used to analyze data
from the NHEFS have been presented here Lengths of
followup for subjects in the NHEFS are highly vanable For
morbidity and mortality analyses, 1t 1s important to take into
account the length of time each subject was actually followed
The Cox and person-time logistic regression models take into
account differential followup time, but the cumulative logistic

regression model does not, assuming 1nstead that ndividuals
are followed for the same length of tme

The simulations demonstrated that parameter estimates
from the Cox and person-time logistic regression models are
nearly 1dentical to each other as long as deaths are exponen-
tially disinbuted The simulations also showed that parameter
cstimates from the cumulative logistic regression mode! can
differ substantially from those from the Cox or person-lime
logistic regression models unless the disease 1s rare, the nsk
factor association 1s moderate, and censonng occurs at the
same rate across subgroups

When censonng occurs at the same rate across subgroups,
the parameter estimates from the three models are not affected
by the censonng However, when censoring occurs at different
rates, the estimates from the Cox model are unaffected, the
estimates from the person-time logstic regression model are
slightly affected, and the estimates from the cumulative logis-
hic regression model are seriously biased

The two data examples further illustrated the similanties
and dissimilarities among estimates from the three models In
the first example, the regression coefficients from the cumula-
tive logistic regression model were larger than those from the
Cox and person-time logistic regression models (outside 95-
percent confidence limnts for the Cox model coefficients), and
the standard errors also were larger Thus, the cumulative
logistic regression model overestimated the strength of the
associalion between the nisk factors and death and produced
wider confidence ntervals for these esimates However, the
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associations 10 this analysis were so strong that the conclu-
sions regarding statistical sigmificance from the three models
were similar

In the all cause mortality and serum albumin example, the
person-time logistic model tended to underestimate shghtly
the strength of the association between the nsk factors and
death, and the cumulative logistic regression model again
overestimated the strength of the associations The standard
errors from the person-time logistic regression model were
almost 1dentical to those from the Cox model, those from the
cumulative logistic regression model were larger Both the
person-time logistic and cumulative logistic regression models
failed to detect one of the main effects found by the Cox
model

Although the disparnies observed in the estimates from
the Cox and cumulative logistic regression models are partly
the result of the different metncs being est:mated (the Cox
model estimates relanve risk, and the cumulative logistic
regression model estimates relative odds), these dispantes
also are partly the result of bias in the cumulative logistic
regression estimates resulung from the differential followup
times The dispanties observed in the parameter estimates
from the Cox and person-time logistic regression models may
also reflect the different metncs being estimated (the person-
time logistic regression model estimates relative odds in such
a way as to approximate relative nsk) However, 1t seems
more lhkely that the dispanties reflect the effect of shght
nonexponennal survival on the estimates The simulation
results showed that, when ¢ 1s greater than 1 0, the regression
coefficients for the person-time logistic regression model are
smaller than those for the Cox model, and, for these data
examples, ¢ equals 13
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In conclusion

The Cox model 1s the preferred model for analyzing data
from the NHEFS because 1t takes into account differential
followup time and does not require that survival ume be
exponentially distnibuted

The person-time logistic regression model produces param-
eter estimates similar to those oblamed from the Cox
model as long as the survival ime distribution 1s reason-
ably approximated by the exponenuial distibution The
person-time logistic regression model takes to account
differennial followup time

The cumulatnive logisuc regression model 1s nat entirely
appropriate for use with NHEFS data because 1t does not
take into account differential followup When length of
followup varies, the Cox model utilizes mare information
than the cumulative logistic regression model and should
provide a more accurate and powerful assessment of the
relationship between nsk factors and the event of nterest
The cumulative logistic regression mode] produces param-
eter estimates similar to those obtained from the Cox and
person-time logistic regression models when the disease 1s
rare, the nsk factor strength 1s moderate, length of fol-
lowup 1s short, and censoring occurs at the same rate
across subgroups

The cumulative logishic regresston model tends to overes-
timate the strength of the association between the nsk
factors and the outcome event and to produce wider
confidence intervals

The cumulative logistic regression model can produce
senously biased estimates, especially when censoring rates
differ across subgroups



Incorporating the complex
survey design of the study

The scientific hterature contains many publications based
on data from the NHEFS Most of these publications make no
mention of the complex survey design of the NHEFS Others
mention the oversampling of subgroups when descnbing the
NHEEFS, but not when describing the statistical methods used
for the analysis Because the NHEFS 1s a complex survey,
some discussion of the design n the context of analysis 1s
nceded In this section, several i1ssues regarding the complex
survey design that need to be considered when analyzing data
from the NHEFS are summarized In addition, the effect of
incorporating the survey design i Cox models 1s examined,
using data ¢xamples from the NHEFS

Classical sampling theory advocates ncorporating the
survey design in the analysis of data from a complex survey
(14-20) The observations from a complex survey are not
independent and identically distnibuted (IID) because the
survey lypically involves stratification, clustenng, and unequal
probabilities of selection Given that a basic underlying as-
sumption of standard statistical methodology 1s that the obser-
vauons are IID, failure to incorporate the survey design in an
analysis may result 1n biased parameter estimates and under-
estumation of the standard errors and thus may produce
misleading results Therefore, the argument that one need not
consider the complex survey design when studying associa-
tions between vanables 1s not correct Korn and Graubard
present an extreme example that clearly illustrates how mis-
leading results can be obtained if the survey design 1s not
taken 1nto account 1n a regression analysis (21) The hterature
on complex surveys has placed greater emphasis on estimation
of descriptive parameters such as means and totals than on
estimation of parameters for more analytic uses of surveys,
such as regression coefficients However, more research 1s
becoming available on modeling data from a complex survey
(2,15-17,19,20) Binder has denved a design-based procedure
to estimate regression coefficients and standard errors for the
Cox model (2) Computer software for logistic regression and
Cox regression models 1s accessible to many analysts, but
software that incorporates a complex survey design into such
analyses has been less accessible Lack of easily accessible
information and software to incorporate a complex survey
design 1n regression analyses has led many analysts to 1gnore
the survey design

Two broad approaches to the analysis of complex survey
data have been identified the aggregated approach and the
disaggregated approach (19) The aggregated approach n-
volves defining a model without regard to the sampling design

and then using procedures that take into account the design to
make nferences from the model The disaggregated approach
mvolves defining a madel that includes vanables used 1n the
survey design (such as strata or clusters) in addition to the
vanables of analytic interest The disaggregated approach may
allow for different regression models for subgroups defined by
sirata or clusters, for example In general, the aggregated
approach 1o complex survey analysis 15 taken 1n this report
However, survey vanables that were used to define over-
sampled subgroups may be included 1n models or used to
stratify analyses, this 1s similar 1n concept to the disaggregated
approach

There are two aspects of the survey design that must be
considered when analyzing data from the NHEFS

¢ Stratification and clustering
e Sample weights

Stratification generally reduces the vanance of the esti-
mates, and clustering generally increases the variance A
sample weight indicates the number of individuals in the target
population that the sample person represents Sample weights
are functions of the probability of selection and nonresponse
and poststratification adjustments The use of sample weights
in an analysis generally reduces bras but results in larger
estimated vanances for the parameters When the sample
weights are extremely variable, as in the NHEFES, the use of
the sample weights may result in overestimation of vanances

Previous studies

Three previous studies have examined the effect of incor-
porating the survey design when analyzing data from NHANES
I and the NHEFS (8,21,22) One study recommends incorpo-
rating the entire survey design in analyses of NHANES [, but
the other two studies point out the disadvantage of using the
highly variable NHANES [ sample weights in analyses of the
NHEFS The three studies are summanzed briefly in this
section

Landis et al calculated means and regression coefficients
for three data examples under three options (8)

1 Simple random sampling, mcorporating neither the strati-
fication and clustering nor the sample weights

2 Incorporating only the sample weights

3 Incorporating both the stratification and clustening and the
sample weights
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This study did not consider the effect of stratification and
clustering without the sample weights Standard statstcal
software was used for the analyses under options 1 and 2 The
approach used to estimate the weighted standard errors under
option 2 did not show the full influence of the sample weights
on the vartance-covanance structure of the parameters and
resulted 1n standard errors that were too small The analyses
under option 3 were performed ustng specialized software that
ncorporated the sample weights and the complex design n the
calculation of both the parameter estimates and their vanances

Landis ¢t al found that the parameter estimates and
standard errors obtained under opticns 1 and 2 were simular,
but that the standard emors obtained under option 3 were
considerably larger, suggesting that the increases 1n the stan-
dard errors obtained under opticn 3 were the result of the
stratification and clustering Landis et al recommended per-
forming 1mmtal analyses of NHANES 1 data ignonng the
survey design (because 1t 1s ssmpler and cheaper) and perform-
ing final analyses using the survey design The conclusions
and recommendations of Landis et al may need to be modified
n view of later work that calculates the standard errors under
option 2, taking mto account the vanability of the sample
weights, and examines the effect of the stratification and
clustering 1independent of the sample weights

In the second study, Makuc and Kleimnman compared
proportions, Kaplan-Meiler estimates, and Cox proportional
hazards estimates from analyses of the relationship between
educanonal attainment and mortality among persons 65-74
vears of age, using NHEFS data under four analysis options
(22)

1 Simple random sampling

2 Incorporating the stratification and clustering but 1gnoring
the sample weights

3 Incorporating sample weights only

4 Incorporating both the stratification and clustening and the
sample wcighils

Standard statistical software was used to cbtamn all estr-
mates under options 1 and 3 The standard errors obtained
under option 3 did not adequately reflect the influence of the
sample weights on the variances as 1n the study by Landis et
al A jackkmfe procedure was used to obtain estimates of the
standard errors under options 2 and 4

Makuc and Kleinman found that the stratification and
clustering had relatively lhttle effect on the esthimates of
standard errors whereas the sample weights had a larger
effect The highly skewed sample weights caused a relatively
small number of observations to strongly influence the find-
ings and 1o inflate the estimates of standard errors, suggesting
that 1t mught be appropnate to ignore the survey design This
study controlled for the oversamphng of the elderly by
hmting the analysis to persons 65-74 years of age Thus study
also concluded that there was a need for further work using
additional vanables and population subgroups

In the third study, Kom and Graubard presented a general
discussion of the use of the survey design in epidemiologic
analyses and used as an illustration a re-analysis of data from
the NHEFS (21) The data example compared mean total
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won-binding capacity for respondents who developed cancer
and for those who did not, adjusted by linear regression for
selected nisk factors under five options

Simple random sampling

Sample weighis only

Stratification and clustering only

Stratification and clustering and sample weights
Stratification and clustenng and unweighted analysis, ad-
justed for many of the vanables used to define the sample
weights

th & k=

This analysis ignored the dufferential survival times of the
respondents Standard statistical software was used to obtan
the parameter estimates and their standard errors under option
1 Specialized software (SURREGR) that uses Taylor sernies
lineanzauon variance estimation was used to calculate all
estimates under the other four optnions (23) For option 2
(sample weights only), all individuals were assigned to the
same stratum, and each individual was assigned to a umque
PSU Vanance estimates obtained using this approach 1gnore
the impact of the survey design’s stratification and clustering,
but do reflect the variability of the sample weights

Kom and Gravbard found that the stratification and
clustering had a relatively small effect on the estimates,
whereas the sample weights had a larger effect The results
under option 5 were very similar to those obtained under
option 1 (simple random samphng) Korn and Graubard
concluded that 1t was preferable not to use the sample weights
because of their extreme variability and nstead incorporated
variables used to define the oversampled subgroups as covan-
ates 1n the model

Empirical results

The effect of incorporating the survey design on param-
eter estumates from Cox models was assessed by performing
analyses under the following four options using the two
NHEFS data examples from the previous section

1 Simple random sampling (SRS)

2 Stratification and clustering only

3 Sample weights only

4  Stratufication and clustenng and sample weights

A fifth approach, 1n which vanables used to define the sample
weights were wncluded in the model, also was assessed using
the second data example The effect of stratifying the analyses
and the effect of tnmming extreme sample weights also were
examined for the second data example

Note that the stratification and clustening affect only the
vanance estimates, whereas the sample weights affect both the
regression coefficients and the vanance estimates Thus, the
regression coefficients for options 1 and 2 (the unweighted
analyses) are identical, and the regression coefficients for
options 3 and 4 (the weighted analyses) are 1dentical

Standard statistical software was used to estimate the
regression coefficients and their standard errors under option 1
(PROC PHGLM 1n Version 5 of SAS) (24) The SUDAAN
procedure SURVIVAL was used to obtain estimates under



options 2, 3, and 4 (2,3,25) SUDAAN uses a first-order
Taylor senes lineanzation approach to vanance estumation
(25-27)

To ncorporate the stratffication and clustening while
ignonng the sample weights (option 2), stratum and PSU
vanables were used with a dummy sample weight of 1 for
cach imndividual To incorporate only the sample weights
(option 3), sample weights were used with dummy stratum
and PSU codes (All individuals were assigned to the same
stratum and each individual was assigned to a umque PSU )
This appreach 1gnores the stratification and clustening effect
while accounting for the vanabihty of the sample weights 1n
the vaniance estimation To incorporate both the stratification
and clustening and the sample weights (option 4), stratum and
PSU vanables and sample weights were used in the analysis

For the fifth approach, the stratification and clustering
were mcorporated but not the sample weights (as in option 2)
A variable indicating residence 1n a poverty area was added to
the mode!l to account for the oversampling i poverty areas
Other vanables used to define the sample weights were
already 1n the model (age and sex)

Additional analyses, stratified by age as well as by race,
were performed Analyses often are stratified by age, race, and
sex because nisk factor associations differ across age—race—sex
groups In analyses of the NHEFS data, stratification may also
be an effective techmque to account for the oversampling of
the subgroups Stratification 1s particularly imporiant when
nsk factor vanables differ by vanables used 1n oversamphng,
such as age

Tests of the regression coefficients were obtained usmg x*
tests for option 1 and Satterthwatte adjusted x° tests for
options 2, 3, 4, and 5 (25,28,29) A detailed description of how
to execute Cox and person-ime logistic models under the four
options, as well as SAS and SUDAAN code, 1s provided 1n
appendix I

As was discussed n the section “Description of the
study,” the NHANES 1 sample weights are hughly variable and
skewed to the nght because of the oversampling of subgroups

in locations 1-65 and the untruncated nonresponse adjust-
ments Use of sample weights 1n an analysis results in larger
estimated vanances of the parameters When the weights are
highly vaniable and skewed to the nght, the vanance estimates
that result from a werghted analysis may be inflated Weight
tnmmang 1s a procedure that reduces the size and number of
extreme sample weights (30-33) Weight tnmming may reduce
the vanance estimates but may also introduce bias into the
regression coefficients Two weight-tnmming procedures, the
wmspection procedure and the esimated mean square error
(MSE}) procedure, were apphied to the second NHEFS data
example to assess the possible benefit of trimnung the sample
weights A descriphon of these procedures 1s provided in
appendix I1 Weights were tnmmed within 24 groups based on
age (25-44, 4564, and 65-74 years), race (black, other than
black), sex, and poverty residence (yes, no), because the
sample weight distnbutions were different across these groups
as a result of oversampling

NHEFS data example 1

The results for the first data example, nvolving the
relationship between selected nsk factors and subsequent
mortality, are shown 1n table ] The unweighted regression
coefficients were within the 95-percent confidence ntervals
for the weighted regression coefficients The standard errors
obtained under option 2 (stratification and clustenng only)
were shightly smaller than those obtained under option 1
(SRS), with the excepuion of the smoking vanables The
standard errors obtained from the weighted analyses (options 3
and 4) also were quite similar to each other Paralleling the
unweighted analyses, the standard errors obtained under cption
4 were shghtly smaller than those obtained under option 3,
with the exception of the smoking vanables Thus, the effect
of the straufication and clustering in this data example was
minmal

Companison of the weighted and unweighted standard
errors shows that the weighied standard errors were consider-

Table J Resulis from Cox regression modals relating death and selected baseline risk factors for persons 50-74 years of age, by

analysis option

Unwenghted analyses Weaightad analyses
Option 1 Option 2 Option 3 Option 4
Standard Standard Standard Stanaard
Risk factor Beta error e eror x2 Bata error Ia error

Sex {male) 0569 0043 {760 0 041 1932 0 560 0062 “g27 0 061 356
Race (black) 0325 aor3 199 0 061 =283 D 263 0109 *6 0 0099 ~74
Age (years)’ 0095 0 004 G544 1 0 004 6723 0097 0 005 411 6 0004 5203
Age by race -0 024 0 008 bt 153 0 008 38 -0 022 0013 29 0012 33
SBP (mmHg)? 0007 3001 =300 D 001 =759 0 007 Q 001 36 5 0001 353
Current smoker 0504 0047 114 5 D 050 100 2 0 607 Q068 799 0074 g7 6
Former smoker 0092 0055 28 D 063 21 0 116 Q77 22 ¢ 080 21
*01<ps 05
“pz 01

' Age 1s centered at 60 years
23BP 15 systokc blood prassure

NOTES ResuMts are based on anatysts of persons 50-74 years of age at baseine from locations 1-100 Vital status data are from the 1987 followup wave of e NHANES | Epxemioiogic

Fallowup Study NHANES | 1s the Natonal Health and Nutraon Examination Survey |
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ably larger (generally by about 50 percent) than the un-
wcighted standard errors As previously discussed, because of
the vanability of the sample weights, the weighted standard
errors may be excessively large Note that, given the mimmal
cffect of the stratification and clustering, the effect of the
survey design was almost cntirely due to the sample weights

% test stanustics of the regression coefficients tended to be
smaller for the weighted analyses than for the unweighted
analyses The conclusions denved from the ¥° tests generally
were similar for the unweighted and weighted analyses, al-
though the age-by-race interaction achieved statisical sigmfi-
cance only in the unweighted analyses The age-by-race
iteraction failed to reach statistical significance 1n the weighted
analysis because the weighted standard error was about 50 per-
cent larger than the unweighted standard error

NHEFS data example 2

The results for white males from the data example
involving the relanonship between serum albumin and death
are given 1n table K In the age-stratified analyses for white
males 45-64 and 65-74 years of age, all of the unweighted
regression coefficients were within 95-percent confidence in-
tervals for the weighted coefficients (table K) The unweighted
standard errors (options 1 and 2} were similar to each other,
and the weighted standard errors (options 3 and 4) were
similar to each other, indicating that the stratficahon and
clustering had Iittle tmpact on the standard errors The weighted
standard errors from the age-stratified analyses were about
10-20 percent larger than the unweighted standard errors The
regression coefficients show that the associations betwecn

Table K Results from Cox regression models relating death, serum albumin, and selected baseling risk factors for white males 45-74

years of age, by analysis option

Unweaighted analyses Werghted analyses
Option 1 Cption 2 Option 3 Option 4 Opton §
Standard Standard Standard Standard Standard
Age group and nisk factor Beta eror P effor ¥e Bela arror y? error Ve Beta eor ¥2
4564 yaars
Albumin (4 24 4) -0 436 0152 “g3 0167 68 -0462 0183 ‘63 0184 63 -0425 0168 64
Albumin (>4 4) -0 480 0157 g 4 0160 =90 -0475 0185 ‘66 0152 =98 -0467 0162 =83
Age (years) Q078 0012 452 D 009 bt} 0075 o014 288 0012 #3882 0078 0009 7130
Education (< 12 years) 0 465 0126 136 0120 149 0635 0156 166 0 150 {79 0432 0117 135
Diabetes history (yes) 1251 0205 371 0157 637 1070 0260 169 0223 232 1251 0155 65 4
SBP {mmHgq)! oM 0003 163 0 003 {73 o014 0004 14 4 0003 56 [LRVER 00403 171
Smoking {yes) 0 427 0121 {26 a114 141 0 460 0145 “*100 0136 "1 5 0422 0114 “138
Cholesterol (200-239) -0193 0157 15 0152 16 -0167 Qd 188 o8 0173 09 0185 0150 17
Cholesterol (2240} Q080 0154 03 0147 03 0 00€ 0183 0o 0177 00 0082 0144 03
Poverty segment 0159 0128 15
65-74 years
Alburnin (4 24 4) -0 151 0083 33 0089 29 -0252 0098 *66 0123 42 D159 0083 32
Albumin (=4 4) -0 267 0093 g2 0087 96 -0322 o t10 86 Q115 =78 -0268 Q087 =34
Age (years) Q078 0012 ~40 4 0014 w327 Q 084 04015 310 0017 =234 0077 ao14 316
Education (< 12 years) 0117 0078 22 0057 42 0144 0080 25 a074 KE-] 0 083 0058 24
Diabetes history (yes) 0680 0120 w321 0132 w287 0712 0135 280 0140 258 0704 Q127 306
SBP (mmHg)' 0004 0001 “75 0001 32 0004 0002 37 0002 54 D004 0 001 “88
Smoking {yes) 0444 0073 “366 0076 346 0372 0034 “158 0083 202 0439 a0ve 337
Cholesterol (200-229) -0 142 0087 27 0108 17 0077 0105 05 0113 05 D146 0107 19
Cholesterol (x240) 0057 0088 04 0073 06 0Mm5 0109 00 0099 00 0056 Q07 06
Poverty segment 0139 a4 073 36
45-74 years of age

Alburmin (4 2-4 4) -0 214 0073 =87 0079 “73 0357 0111 “103 0124 =83 0219 04079 “78
Albumin (>4 &) 0321 0080 161 0079 ®67 -0401 o118 *{15 0111 *{29 -0319 0080 =158
Age (years) 00683 0005 ~3187 0005 3395 0078 0006 1491 0 006 ™1875 0083 0004 351 7
Education (<12 years) 0213 0 067 103 0051 72 0432 0104 173 0089 *188 0 183 0051 =129
Diabetes history (yes) 0 806 0103 =810 0104 59 7 0876 Q163 2B 7 0140 390 0 828 0102 66 6
SBP {mmHg)' 0 005 0001 170 0001 216 0008 0002 “*150 0 002 202 0005 0001 w209
Smoking (yes) Q445 0063 =506 0062 510 0426 0098 190 0 090 222 0439 0062 506
Cholesterol (200-239) -0159 0076 44 0083 37 015t 0117 17 0102 22 0183 0083 39
Cholesterol (=240) 0064 0076 07 0070 08 -0010 0115 00 0108 00 0065 0069 09
Poverty segment 0154 0064 *58
*01<ps 05

~p= 01

1SBP 15 systokc blood pressure

NOTES Results are based on analysis of whita males agad 45-74 years at haseline from locatons 1-85 Vital status data are from the 1967 fallowup wave ol the NHANES | Egidermologic
Followyp Study NHANES |15 Navonal Health and Nutrion Examinaton Survey |
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albumin and death and between education and death were
stronger among white males 45-64 years of age than among
white males 65-74 years of age Given that nsk factor
associations differ by age, the age-stratified analysis presented
here was the most appropnate one for this example

Results from analyses for all white men 45-74 years of
age illustrate the impact of the sample weights when risk
factor associations differ for elderly men 65-74 years of age
who were oversampled and for middle-aged men 4564 years
of age who were not (table K) The unwerghted education
coefficient for men 45-74 years of age was half as large as the
weighted coefficient {0 213 compared with 0 432) and outside
the 95-percent confidence limit for the weighted regression
coefficient The weighted analysis places more emphasis on
middle-aged men (because of their larger sample weights) than
does the unweighied analysis Thus, the weighted education
cocfficient for men 45-74 years of age was substantially larger
than the unweighted cocfficient because of the stronger asso-
ciation between education and death among middle-aged men
and because of the greater emphasis on middle-aged men 1n
the weighted analysis

Inclusion of the design vanable designating residence n a
poverty area did not reduce the effect of the sample weights,
the coefficients and standard errors obtained from the option 5
analyses wecre simlar to those obtained from the unweighted
analyses {options 1 and 2)

x? tests of the regression coefficients generally were
smaller for the weighted analyses than for the unweighted
analyses However conclusions concerning statistical sigmifi-
cance of the regression coefficients, derived from the x* test
statistics, were similar for the weighted and unweighted
analyses

Trimming the sample weights at selected percentiles
(98th, 95th, 90th, and 80th) had a small to moderate effect on
the regression coefficients or their standard errors in the
analysis of whitc males 45-64 years of age (table L) The
MSE’s for the set of vanables in the model were minimized
when the weights were trimmed at the 90th percentile Trim-
ming the weights at the 80th and 95th percentile produced
similar MSE’s

For black males, the unweighted and weighted regression
cocfficients tended to be quite different (table M) For example,
the weighted coefficients for albumin were about 2 5 times the
unweighted coefficients However, except for the cholesterol
variable (greater than or equal to 240 mg/dl), the unweighted
coefficients were within the 95-percent confidence itervals
for the weighted coefficients (The confidence intervals for the
weighted coefficients were quite wide because of the large
standard errors ) The unweighted standard errors (options 1
and 2) were simiar to e¢ach other, likewise, the werghted
standard crrors (options 3 and 4) were similar to each other
The weighted standard errors were considerably larger (more
than twice as large) than the unweighted standard errors Thus,
the effect of the stratification and clustering was small, whereas
the effect of the sample weights was large The effect of the
sample weights was more extreme 1n these analyses of black
males than 1t was 1n the analyses of white males

Table L Results showing the effect of weight trimming on
estimates from Cox regression models relating death, serum
albumin, and selected risk factors for white males 45-64 years of
age by trimming percentile and risk factor

Risk factor and tnimming Estimated mean

percenttie g8 SE el square error
Albumin (4 2-4 4)
No tnmming 0462 0184 *63 00337
9Bth percentile -0431 (0180 57 00335
95th percentile 0435 0181 58 00335
90th percentile 0441 0182 *59 00335
80th percentile 0440 0183 58 0 0340
No waights 0436 0152 88 0 0238
Alburmin (greater than 4 4)
No tnmming 0475 0152 98 00231
98th percentile 0468 0152 94 @ 0232
95th parcentile 0466 0155 91 Q00240
80th parcentile 0475 0157 92z Q0245
BOth parcentile 482 0158 93 00250
No weights 0480 0157 *™07 00246
Education (< 12 years)

No tnmming 0835 0150 ™79 0 0226
98th percentile 0589 0140 *"™M77 00218
95th percentile 0582 (0139 *™75 0 0221
90th percentile 0583 0138 *178 00218
80th percentile 0573 Q4137 *"™74 00227
Na weights 0465 QG126 ™34 00450
*0lps 05

px 1

NOTES Results are based on analysis of white mates 45-64 years of age at baseine from
focations 1-65 Vilal status from the 1337 lollowup wave of the NHANES | Epdemiologic
Followup Study NHANES | 1s Nananal Health and Examination Survey |

Age-stratified analyses could not be performed for black
males because of small numbers The coefficients and standard
errors obtained under option 5 were similar to those obtamned
from the unweighted analyses (options 1 and 2} Thus, inclu-
ston of the design vaniable designating residence 1n a poverty
area did not reduce the effect of the sample weights 1n this
analysis of black males

The main conclusions concerming statistical sigmficance
of the albumin regression coefficients were simlar for the
unweighted and weighted analyses However, age, smoking,
and systolic blood pressure were statistically sigmficant in the
unweighted analysis, but falled to reach statistical sigmficance
in the weighted analyses Age faled to reach statistical
sigmficance in the weighted analysis because the weighted
standard error was much larger than the unweighted standard
error, and the weighted regression coefficient for age was
somewhat smaller than the unweighted regression coeflicients
As age 1s a known nisk factor in mortality analyses, 1is failure
to achieve statistical significance 1n the weighted analyses 1s
disturbing and puts in doubt the credibility of the weighted
analysis This result 1s another indication that using the highly
vanable and skewed sample weights when analyzing NHEFS
data results 1n standard errors that are too large

Trimmung, the sample weights had a large 1impact on the
regresston coefficients and their standard errors 1n the analyses
of black males (table N) Tnnmmang the sample weights at the
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Table M Resulis from Cox regreasion models relating death, serum albumin, and selected baseline risk factors for black males 45-74

years of age, by analysis option

Unweighted analyses Waghted anatysas
Option 1 Option 2 Option 3 Cption 4 Cption 5
Standard Standard Standard Standard Standard
Risk factor Beta aror y? eror 2 Bata error x2 arror rd Beta eor I

Albumin (4 2—4 4) -0 181 Q145 16 0138 18 045 0315 20 0305 22 0179 0137 17
Albumin {> 4 4) -0 400 a174 *53 0158 *64 1056 0383 76 0376 =79 -0400 0 156 *68
Age (years) 0057 0009 37 0008 56 1 0035 0021 28 0020 29 0057 0008 556
Education (< 12 years) 0 341 Q225 23 0191 32 0909 0460 39 0482 36 0333 0192 30
Diabetes history (yes) 0624 0218 82 0243 *66 0843 0316 bl 0295 82 0616 0247 ‘63
SBP (mmHg)® 0008 0002 *61 0002 73 0 006 0005 20 0005 20 0006 0002 72
Smoking (yes) 0278 0129 46 0148 35 003t 0276 00 0255 00 0282 0149 36
Cholesterol (200233} 0120 0155 086 0152 06 0536 0327 27 0330 26 0118 0151 06
Cholesterol (2240) -0 100 0159 04 0136 05 0 531 0299 32 0328 26 -0083 0136 o4
Poverty sagment Q0 169 0150 13

*01p= 05
02 01
1SBP s sytolic biood pressure

NOTES Resufts are based on anatysts of black males 45-74 years of age at baseline from locabons 1-85 Vil status data are fram the 1987 followup wava of the NHANES | Epidemiologic

Foliowup Study NHANES | 1s the National Health and Nutntion Examinabon Survey |

98th percentile produced a marked change 1n most of the
regression  coefficients (they became more similar to the
unwelghted coefficients) and their standard errors (they became
smaller) Further tnmmng, at the 95th and 90th percentiles,
resulted only in small additional changes 1n the estimates
More extreme trimming, al the 80th percentile, again resulted
in larger changes 1n the estimates

Examunation of the MSE’s for the vanables in the model
when the weights were tnmmed at the 98th, 95th, 90th, and
80th percentiles showed that tnimming the weights at the 90th
percentile mimmzed the MSE’s for the set of vanables
Trimming the weights at the 95th percentile produced nearly
equivalent results to timmng at the 90th percentile Tnmming
the weights at the 80th percentile resulted in larger MSE’s
Thus, 1n this analysis of black males, 1t appears to be
beneficial to tnm the sample weights at the 90th percenule

The effect of weight trimming on the regression coeffi-
cient and standard error for age was another indication of the
mportance of weight tnmming in this analysis When the
sample weights were tnmmed at the 98th percentile, both the
regression coefficient for age and its standard error changed
considerably Further tnmming had no effect on the regression
coefficient but reduced the standard error slightly, thus reduc-
ing the MSE When the weights were tnmmed, age reached
statistical significance, with a p-value similar to that from the
unweighted analyses

Summary

Classical sampling theory advocates the use of the com-
plex survey design when analyzing data from the NHEFS
Recent methodological and software developments have made
1t possible to mcorporate the survey design in Cox models
Incorporating the survey design when analyzing the two
NHEFS data examples resulted i changes in the regression
coefficients (somettmes large) and substantially larger vanance
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Table N Resuits showing the effect of welght trimming on
estimates from Cox regression models relating death, serum
albumin, and selected risk factors for black males 45-74 years of
age, by trimming percentile and risk factors

Estimated
Risk factor and trimming Standard maan square
percenble Bela arror arror
Albumin (4 24 4)
No tnmming ~0450 0305 22 009287
96th percentile -0 259 Q238 12 008343
95th percentile 0272 0237 13 008816
90th parcentile -0 266 C 234 13 0 0B866
80th percantile 0239 0 220 12 008332
No weights -0 181 0135 18 009087
Albumin {>4 4)
No tnmming -1 056 0376 “rsg 014174
98th parcantile -0833 0329 64 015787
95th parcantile -0 843 0328 ‘66 015336
80th percentie -0829 0330 %63 016042
BOth percantile 0725 0327 49 021598
No waights -0 400 Q158 64 018520
Age (years)
No trimming 0035 0020 29 000041
98th percentile Q050 0013 157 0 00040
95th percantle 0050 o012 162 000039
90th parcantie 0050 0012 165 000038
BOth percentile 0052 0012 75 0 00044
No weights 0057 0 008 **56 1 0 00057
Education (<12 years)

No tnmming 0909 0482 36 023221
98th parcentile Q739 0439 28 022130
95th percentie Q744 Q438 29 021959
90th parcentile 0737 0435 29 021871
B0th percentile 0719 0417 3o 020999
No weights 0341 0191 32 035914
"D1xps 05

“pz M

NOTES Rasuhts are basad on analysis of black males 45-74 years of age at basaline from
localions 1—85 Vital status data are from the 1887 followup wave of the NHANES |
Epidemiologic Followup Study NHANES | 5 the Nationa! Health and Nutrmion Examination
Survay |



cstimates In both data examples, some nsk factors that
reached statistical significance in the unweighted analyses
failed to reach statisiical sigmficance n the weighted analyses
However, in both of the data examples, as well as 1n numerous
other NHEFS analyses we have performed, the overall conclu-
sions generally did not change when the sample weights were
used

The stratfication and clustering of the NHEFS had little
effect on the standard errors of the regression coefficients in
these analyses The effect of clustening tn the NHANES I may
be small because 1n most cases only one person was sampled
from each household in the survey (8) Further, when analyses
are performed for subdomains, the effect of the stratification
and clustering 1s reduced

Most of the cffect of the survey design was due to the
sample weights The data example 1llustrated that the weights
could have a large impact on both the regression coefficients
and their standard errors Although the use of sample weights
does 1ncrease vanance estimates, the vanabihity and skewness
of the weights for NHEFS resulted in excessive increases in
the variance estimates The impact of the sample weights on
the age vanable in the analysis of mortality among black
males 1llustrated this When the sample weights were used,
this known nisk factor for mortality did not reach statistical
significance because of a reduced regression coefficient and a
substantially increased standard error This was a disturbing
result and showed that the weights should not be used without
care Tnmming the weights moderately (98th percentile) reduced
the standard error for age so that age again reached statistical
significance

Several techmiques were evaluated for use 1n reducing the
effect of the sample weights on the parameter esimates The
first approach exammned was straufication Stratfying by age
(one of the oversampling variables) was found to reduce the
effect of the sample weights on the regression coefficients
from the Cox models somewhat and to substantially reduce the
standard errors Analyses are frequently stratified by age, race,
and sex for eprdemiologic reasons The data example showed
the importance of stratification in the presence of interactions
mvolving vanables used m the oversampling Given that
women 25-44 years of age and all persons 65-74 years of age
were oversampled n lecations 1635, stratifying analyses by
sex and age may be desirable when analyzing data from the
NHEFS Unfortunately, small numbers in subgroups may
prohibnt straufication, as they did for black males 1n the second
data example

Another approach to reduce the effect of the sample
weights on parameter estimates 1s to mnclude vanables in the
model that were used in the calculation of the sample weights
{age, sex, residence 1n a poventy area, or family income) In
the second data example, the inclusion of residence 1n a
poverty area 1n the mode!l did not effectively reduce the impact
of the sample weights on the regression coefficients and their
standard errors When mcluding design variables 1n the model,

the possibility of mulucollineanty must be considered For
example, family income and education probably should not be
included i the same model because of their comrelation

A third approach to reduce the effect of the sample
weights 1s weight tnmming Tnmming the sample weights in
the analysis of white males had litle effect on the parameter
estimates Trimmung the weights in the analysis of black males
had substantial effects both on the regression coefficients and
their standard errors Trimming moderately (98th percentile)
changed the regression coefficient for age and reduced us
standard error so that this nsk factor reached statistical
significance Clearly, 1n this analysis of black males, the
weights should be trimmed if they are used The effect of
weight tnmming should be evalvated for each analysis, 1n
some situations it may be beneficial, but n others it may not

One analyucal strategy 15 to perform preliminary analyses
under option 1 (1gnonng all aspects of the complex survey
design) The final analyses also can be carried out under
option 4 (and, 1if desired, options 2 and 3) to assess the effect
of the straufication and clustering and the sample weights on
the regression coefficients and their standard errors Some
previously published studies have taken this approach, using
cumulative logistic or person-time logistic models to compare
unweighted and weighted results (34-39) In all instances, the
authors concluded that the results from the unweighted and
weighted analyses were similar, and presented the unweighted
analyses The reasons given for presenting the unweighted
results rather than the weighted results have been the highly
vanable sample weights that increase the variance estimates
substantially and the small effect of clustenng

In summary, given that the effect of incorporating the
survey design 1s almost entirely due to the sample weights and
that this effect can be excessive because the weights are highly
vanable and skewed, 1t 1s not clear that the weighted analysis
1s the most appropnate one However, the survey design must
be considered when analyzing data from the NHEFS, 1t 15
inappropnate lo assume a prion that the survey design should
be 1gnored For each analysis, 1t 1s necessary to examine
carefully the impact of the survey design Special care should
be taken to check the data for outhers, because an outher 1n
conjunction with an extreme sample weight can have a
substantial impact on the analysis Differences in nisk factor
assoclations by vanables used to oversample groups should
also be checked because unweighted results can be senously
biased 1n their presence if a stratfied model 1s not employed
Because of the oversampling of the elderly in NHEFS and the
fact that many nsk factor associations differ by age, age
stratification 1n analyses of NHEFS data 1s often appropnate
Techniques such as stratification, inclusion of design vanables
1n the model, and weight tnmmng should be tried to reduce
the effect of the sample weights on the estimates The decision
whether to present unweighted or weighted results should be
made for each analysis individually



Other statistical issues

Calculation of followup time

Analysis of data from a followup study typically focuses
on the occurrence of some specified event, usually death or
disease onset The longer an individual 1s under observation,
the more likely 1t 1s that the event of interest will be observed
Thus, 1t 1s essential i a followup study to take mto account
differences n the length of ume individuals are observed
Individuals 1n the NHEFS had different Iengths of followup
because they had basehine examinations at different times
(1971-75), had followup mterviews or were lost to followup
at different times (Wave 1 1982-84, Wave 2 1986, and Wave
3 1987), died at some pomt during the study period, or were
hospitalized for a condition at any time dunng the study
period

Length of followup 1s calculated as the time between the
individual’s date of entry into the study and the last date the
mmdividual was known to be at nsk for the event For the
NHEFS, the date of entry 15 the date of the individual’s
NHANES [ examination The date that the individual was last
at risk depends on the endpoint of interest Determiming this
date 1s strarghtforward for mortality analyses, but more com-
plicated for incidence analyses

For mortality analyses, the date the individual was last at
nsk 1s the date of death for decedents and the last date known
alive for others Note that the last date known alive may or
may not be the date of the last followup interview because
some ndividuals were traced alive but not interviewed As an
example of the calculauon of length of followup n a mortality
analysis, suppos¢ an individual participated in NHANES 1 in
1973, was interviewed m 1983 (for the first wave of fol-
lowup), was not mterviewed n the 1986 or 1987 waves of
followup, but was known to be alive 1n 1987 The last date this
individual was known to be at nsk of dying 1s 1987, not 1983
(the date of the last interview) Thus, for 2 mortality analysss,
this mdividual’s followup time would be the date last known
alive mmnus the NHANES I examination date (1987 - 1973 =
14 years)

For incidence analyses, a number of subtleties may be
involved 1n determining the date an individual was last at nisk
Information from one of the interviews, hospital {or other
health care facihity) records, or a death certificate may be used
to dentify incident cases Thus, for cases, the last date at nisk
could be the date of the Jast interview at which information on
the event of interest was collected, a date earlier than the
interview that was calculated from information obtained at the
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mterview, the date of a hospitalization, or the date of death
For noncases, the date last at nsk could be the date of the last
mterview at which information about the event was collected
or the date of death

To 1llustrate the calculation of followup time for an
incidence analysis, consider an example in which incident
cases are 1dentified using information collected at each fol-
lowup 1nterview, the date of the interview 15 assumed to be the
mcident date, and the baseline examination was in 1973 If an
individual participated 1n all waves of followup and did not
experience the event of interest, then followup time would be
the date of the last interview minus the date of the NHANES
1 examination (1987 — 1973 = 14 years) If an individual was
interviewed only 1in 1983 (for the first wave of followup) and
was not a case but was known to be alive 1n 1987, followup
time would still be the date of last interview minus the
NHANES T exam date (1983 - 1973 = 10 years) It would be
mappropriate to calculate this individual’s followup time using
the last date known alive, as was done for the mortality
analysis, because the individual could have become an mci-
dent case after the last mterview Simlarly, if an individual
was a noncase when interviewed 1n 1983 and subscquently
died, the last date the individual was at risk would be 1983,
and length of followup would agamn be the date of last
mterview minus the NHANES I examination date (1983 —
1973 = 10 years)

Another subtlety that must be considered when calculat-
ng followup time 15 that proxy interviews were conducted for
most decedents at the followup wave after their death The
analyst must be careful not to use the date of this proxy
interview when calculating followup time Even if information
from the proxy interview 1s used to determine whether the
decedent was an incident case, the date of death or some date
prior to the date of death must be used when calculating
followup ume

Sample weights

Six sets of sample weights were ongnally calculated for
NHANES I, one set for each of the six NHANES I samples
shown 1n table A The six sels of sample weights can be used
1 the analysis of the corresponding samples from the NHEFS
Note that the sample weights have not been adjusted for
nonresponse and loss to followup n the different waves of
followup The weights are available on the NHANES I and
NHEEFS data tapes Further information about these six sets of



sample weights 15 given in the documentation for the data
tapes as well as in the reports that descnibe the details of
NHANES 1 (5-7,9-11)

No sample weights were calculated for the entuire NHANES
1 sample (all persons from locations 1-100) Therefore, another
sel of sample weights had to be developed for use with all
14,407 persons in the NHEFS The NHEFS 1s a combination
of two NHANES 1 samples sample persons 25-74 years of
age from locations 1-65 and all sample persons from locations
66-100 Each of these samples has a set of sample weights
that sum to the national population 25-74 years of age at the
midpoint of the corresponding data collection period—
1971-74 and 1974-75, respectively The weights correspond-
ing to these two samples cannot be used directly 1n an analysis
including all NHEFS sample persons for several rcasons First,
if the two sets of weights were used directly, the sample
weights would sum to about twice the nanonal population of
persons 25-74 years of age Second, those persons in locations
66-100 composed about 21 percent of the total sample, but
they would receive 51 percent of the weight in an analysis
using the two sets of weights directly Further, because of the
oversampling of the elderly, persons residing 1n poverty areas,
and women of childbeanng age in locations 1-65, the propor-
uon of the total sample from locations 66—100 vanes substan-
ually among subgroups—from 5 6 percent of black persons
65-74 years of age to 31 7 percent of persons other than black
4564 years of age In a weighted analysis that used the two
scis of weights directly, the 5 6 percent of black persons 65-74
years of age from locations 66—-100 would receive more than
50 percent of the weight for this subgroup Therefore, approxa-
mate sample weights were calculated for analyses nvolving
the entire NHEFS sample

Approximate sample weights for the entire NHEFS sample
were calculated using the NHANES I sample weights for all
sample persons 1n lacations 1-65 (wtl65) and all sample
persons 1n locations 66-100 (wt66100) To do this, the NHEFS
sample was divided into 12 age-race—sex groups based on 3
age groups (2544, 45-64, and 65-74 years} and 2 race groups
(black and other than black) The new sample weights were
defined so that

® The contnbution of the 11,348 persons from locations
1-65 and the 3,059 persons from locations 66-100 was
proportional to their contribution to the total sample
within the 12 age-race—sex groups

® The new weights summed to about the national population
at the nudpoint of the data collection period 197-75

The formula used to calculate the new weights (wt1100)
within age (1 = 2544, 4564, and 65-74), race {} = black,
other than black), and sex (k = male, female) groups was as
follows

w165 ¢ ad),; for persons 1n locations 1-65

wtl100 =
wi66100 (1 - ad),,), for persons in locations 66-100

where

ad}.,ﬁ nf(a g +m,,)
n,,= sample size for locauons 1-65 1n age group i, race
group J, and sex group k
m,= sample size for locations 66-100 1n age group 4,
race group J, and sex group &

The new sample weights are not available on the NHEFS
public-use data tapes They can be calculated using the SAS
code provided in appendix III

Stratum and primary sampling unit codes
for variance estimation

For purposes of variance estimation, stratum and PSU
codes were provided on the NHANES 1 and NHEFS data
tapes There are two problems with the anginal stratum and
PSU codes on these tapes

¢ The use of segments as PSU’s for the certainty strata
makes vanance esimation inefficient because of the large
number of segments per stratum

® For the 1-35 and 66-100 location samples, noncertainty
strata have to be grouped n order to have a mimimum of
two PSU’s per stratum

To remedy these problems, revised stratum and PSU codes
were derived and are available on the 1987 NHEFS data tapes
(40) The revised codes are referred to as pseudo-stratum and
pseudo—PSU codes to reflect the fact that they are modifica-
trons of the strata and PSU’s used 1n the survey design

One set of pscudo-stratum and pseudo-PSU codes was
denived for use 1n the analysis of data from the 1-65 and
1-100 location samples For these 2 samples, the segments
within each of the 10 certainty strata werc combined (by
random assignment) into 3 groups resulting n the formation of
3 PSU’s per stratum The PSU’s within the 25 noncertainty
strata (2 for the 1-65 sample and 3 for the 1-100 sample) were
assigned a code of 1, 2, or 3 as follows a code of 1 1f the PSU
was from location 1-35, a code of 2 if the PSU was from
locations 3665, and a code of 3 1if the PSU was from
locations 66-100 Thus, under the new coding scheme, the
165 location sample has 10 certainty sirata, each with 3
PSU’s, and 25 noncertainty strata, each with 2 PSU’s The
1-100 location sample has 35 pseudo-strata with 3
pseudo—PSU’s

A second set of pseudo-stratum and pseudo—PSU codes
was denved for use with data from the 1-35 and 66-100
location samples For these 2 samples, the segments wathin the
10 certainty strata were grouped (by random assignment) 1nto
3 groups resulting 1n the formation of 3 PSU’s per stratum
The 25 noncertamnty strata (¢aca having only 1 PSU) were
grouped mio 12 strata using the collapsed-sirata techmque
{12) Eleven of these strata were formed by grouping 2 strata
fogether, 1 was formed by grouping 3 strata together Thus,
under the new coding scheme, there are 22 pscudo-strata, 11
with 2 pseudo—PSU’s and 11 with 3 pscudo-PSU’s
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Appendix |

Using the Cox and
person-time logistic
regression models

This appendix 15 a practical guide to performing Cox and
person-ume logistic regressions under four analysis options

1 Ignore all aspects of the complex survey design
Incorporate only the stratification and clustering
Incorporate only the sample weights

Incorporate both the stratification and clustering and the
sample weights

LSRN S ]

Standard statistical software can be used to perform the
analyses under option 1, and an approach using SAS 1s given
To obtam correct vanance estimales, specialized software
must be used to perform the analyses under options 2, 3, and
4 An approach using SUDAAN 15 given

This appendix also mcludes discussions about choice of a
time 1interval for the person-time logistic regression model and
about how to check the exponenhal assumption of this model

Definition of variables used

The following vanables arc used in the algorithms for
performing Cox or person-time Jogistic regressions

Vs = a dichotomous varnable representing the out-
come event of interest, usually death or disease
incidence VS 15 coded 0 if the individual was

censored and 1 if the individual had an event

VSN a recode of VS created when the data are
arranged for a person-time logistic analysis For
PROC LOGISTIC i SAS Version 6, VSN
should be coded 2 if the individual was cen-
sored and 1 if the indivsdual had an event For
SUDAAN PROC LOGISTIC, VSN should be
coded 0 if the individual was censored and 1 if

the individual had an event

FU = followup time, that 1s, the total length of time
the mndividual was at nsk for the outcome event
of interest When the date functions in SAS are
used for this calculation, the followup time 15 1n

days See “Calculation of followup time

FUT number of time intervals the individual was
followed This varnable, for use 1n a person-time
logistic analysis, 1s denived from FU by dividing

by the number of days 1n a ime 1nterval FUT 1s

calculated so that if the individual 1s fol-
lowed for pamt of an interval, the interval
counts as a whole interval

NFUT = a recode of FUT created when the data are
arranged for a person-time logistic analysis

SAMPWT

FUTSMPWT = product of number of time intervals the
individual was followed and the
individual’s sample wesght

sample weight

NOWT = dummy sample weight of 1
STRATUM = stratum code
NOSTRAT = dummy stratum code of 1

PSU = pnmary sampling umt (PSU) code
ID = umque dentification code for each
imdividual

Performing Cox regressions
Analysls under option 1

For option 1, the SAS procedure PHREG (SAS Version 6)
can be used to perform the Cox regression analysis (41) The
outcome variable should be coded 0 for a censored individual
and 1 for an individual who had an event

SAS code—

PROC PHREG DATA = COX,
MODEL FU * cutcome varnable(1) = vanables in model,

Analyses under options 2, 3, and 4

For options 2, 3, and 4, use PROC SURVIVAIL 1n
SUDAAN (25) Either a first-order SAS Version 5 data set or
a sequential file (ASCII for PC SUDAAN) can be used as
mput for the SURVIVAL procedure The outcome varable
should be coded O for a censored individual and 1 for an
individual who had an event The coding of categorncal
vanables that are 1n the model 1s different :n SUDAAN than 1t
1s 1n SAS In SUDAAN, categoncal vanables must have
positive nonzero values, and the largest value 15 the reference
value For example, dichotomous vanables {coded 0-1 1n
SAS) must be coded 1-2, where the 2 represents the reference
group (that was previously coded 0)

The reccommended design for the NHEFS 15 “WR,”
which means “with replacement " The NEST statement 1s
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used to specifv the siratum and PSU variables and the
WEIGHT statement 1s used to specify a weight vanable
Choice of appropriate stratum and PSU codes and sample
weights for different NHEFS subsamples was discussed in the
section “Other statistical 1ssucs ** Dummy stratum and PSU
codes are used for option 3 and dummy sample weights are
used for option 2 Thus, the vanables on the NEST and
WEIGHT statements differ for the three options As a check,
SUDAAN can be run with the design *“SRS” (simple random
sample) and no NEST statement Regression coefficients
obtained from this analysis should be identical to those
obtained from the SAS PHREG analysis, the standard errors
obtained will be similar but not 1dentical

The data set used as input for SUDAAN must be sorted
by the stratum and PSUJ vanables Hence, the data set 15 1n a
different sort order for option 3 than 1t 1s for options 2 and 4
When analyzing subgroups of the NHEFS sample, use the
SUBPOPN statement to select the subgroups from the total
sample rather than performing the analyses using subfiles
When the SUBPOPN statement 15 used, SUDAAN s able to
use the full design information to calculate the vanances If
subfiles are used, the vanance estimates will be incorrect 1f
there 1s not at least one person from the subgroup 1n each PSU
within a stratum

Following are specific details for options 2, 3, and 4

Option 2—The regression coefficients under option 2 will
be 1dentical to those obtained under option 1 The estimates of
the standard errors will be different The sample weights are
ignored by using a dummy sample weight of 1 for each
individual

Option 3—The stratification and clustering 1s 1gnored by
assigming all individuals to the same stratum and having each
individual represent a unique PSU Thus, a dummy stratum
code of 1 15 used for all individuals and dummy PSU codes are
used so that each individual has a unique PSU code (for
example, the ID’s)

Opnion 4—The regression coefficients obtained under
option 4 will be 1dentical to those obtained under option 3 The
standard error estimates will be different

SUDAAN code for options 2, 3, and 4

PROC SURVIVAL DATA=SASFIL COXxx
/* xx=24 for opuons 2,4 */

{/* xx=3 for option 3 */
DESIGN= WR
FILETYPE=SAS
EST_NO=number of observations 1n analysis file,

R R LR I LR I R R R RIS RS2SR Y T
L]

/*Use the appropnate NEST and WEIGHT statements for the

option being performed */
/* NEST and WEIGHT statements for option 2 *
/* NEST STRATUM PSU, */
/*  WEIGHT NOWT, */
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/* NEST and WEIGHT statements for option 3 */

/* NEST NOSTRAT ID, *
/*  WEIGHT FUWT, *
/* NEST and WEIGHT statements for option 4 */
/* NEST STRATUM PSU, *f
/*  WEIGHT FUWT, *

I I s e R T Y TSttt
L

EVENT VS,

SUBGROUP categoncal variables m model,

LEVELS number of categories 1n each calegorical vanable,
SUBPOPN domain vanables and ranges,

MODEL FU=variables 1n model,

SETENV DECWIDTH=5 LINESIZE=132,

TEST SATADCHI WALDCHI WALDF,

PRINT BETA SE_BETA T_BETA P_BETA DEFT/
TEST=ALL STYLE=NCHS,

TITLE * Cox regression™,

Performing person-time logistic
regressions

To perform a person-time logistic regression analysis, a
time nterval must be choscen, the data set must be arranged
appropnately, and the exponential assumption must be checked
These three aspects are discussed 1n thus section, followed by a
description of performing person-time logistic analyses under
the four analysis options

Choice of time interval

The first step 1 perforrming a person-time logistic regres-
sion analysis 1s to choose the time interval We have done
extensive work using both simulated data sets and the NHEFS
data to examine the best choice for the ime interval as well as
how sensitive the parameter estimates are to this choice This
work has shown that the parameter estimates are not very
sensitive to choice of the time interval as long as 1t 1s short
enough so that the probability of an event occurnng n any
given nterval 1s small The simulation results show that the

Table ! Simulation resuits showing the effect of the time Interval
on astimates from the person-time logistic regression model

Standard
Maodol and tme interval Bata arTor

Cox mode! 068 09
Person-tima fogistic mode!

1 week 066 09

1 month 056 09

6 months 068 08

1 year o7 09

2 years 075 01




estimates from the models with 1-week, 1-month, 6-month,
and 1-year ume mtervals are all quite similar to the Cox model
estimates (table I) The estimates from the 2-year time 1nterval
mode] are somewhat larger than the Cox estimates but not
entirely dissimilar We also examined the effect of choice of
time interval when there 15 censoring and found simailar results
(data not shown) Analyses of NHEFS data using 1-month,
6-months, and l-year ume intervals also produced parameter
estimates both similar to each other and to the Cox esumates
(data not shown)

One consideration in choosing a time 1nterval 1s computer
ume It 1s desirable to choose a time interval as long as
possible because a longer interval means less computer time
will be needed This 1s primanly an 1ssue when the sample
weights are used Dhifferences in the amount of computer trme
used are neghgible when no weights are involved Convention
also may influence the choice of the time interval For
example, a 1-year interval 1s commonly used 1n epidemiologic
analyses whereas a 2-year interval 1s not For our analyses, we
generally use a 1-month time interval

Checking the exponential distribution assumption

Before performing a person-time logistic regression analy-
sis, 1t 1s advisable to check the assumption that the survival
times are exponennally distributed, if they are not, the model
may produce biased parameter estimates

The survival distnbution function, S(¢), for the Weibull
distnibution 1s

S(), = exp[-(t/b)7]
where 1, 1s the ah followup time and & and ¢ are unknown
parameters The exponental distribution 15 a special case of
the Weibull distnibution with ¢ = 1

Using the natural loganthmic function, the relationship

between the survival function and time, t, can be expressed as
a straight line

log (-log, (S (1, )= clog, (t}-clog, (b)),
=a+clog (1)

a = clog_ (b) 1)

By fituing the lme 1n equation 1, 1t 1s possible to check (a)
whether a straight hine fits, in which case the survival distn-
bution 1s 1in the Weibull family of distmbutions and thus the
hazards are proportional, and (b} whether the slope, ¢, of the
line 1s close to 1 For the NHEFS data sets we have studied, ¢
has ranged from 1 16 to 1 26, and person-time logistic param-
eter estimates calculated have been close to those obtamned
from the Cox model To fit the line 1 equation 1, the survival
distnbution function, S(f), must be esumated S{z) can be
estimated from the data using the formula

where

S(t)=pPoPr  Po )
wherc
Po = landp, = (N~d)N,
d, = number of individuals who died 1n the ith intenal,
N, = number of individuals at nsk at the beginning of the

interal

The following SAS code can be used to estimate S{z,) and hi
the line 1n equation 1

ATRISK = the number of individuals at risk at time 1,
1t 1s mtalized at the sample size,

ST = cumulative survival distnbution function
PopP; P, ltisimnalized at 1,

NI = number of individuals who died or were
censored at time 1,

CASES = number of individuals who became a case

at time ¢,

PROC SORT, BY FU,
PROC MEANS N SUM NOPRINT,

VAR STATUS,

BY FU,

OUTPUT OUT=EXPTEST N=NI SUM=CASES,
DATA EXPTEST, SET EXPTEST,

RETAIN ATRISK sample size ST 1,

P=(ATRISK-CASES)/ATRISK,

ST=ST*P,
LST=LOG(-LOG(ST)),
LFU=LOG(FU),
ATRISK=ATRISK-NI, /*Reset number at nsk at end of
tume */
PROC REG,

MODEL LST=LFU,

The coefficient of LFU 1s the estimate of ¢

Arrangement of the data set

To perform a person-time logistic regression analysis,
create a data set that has one observation for each individual
who does not have an event during the followup penod and
two observations for each individual who does have an event
during the followup period (one for the time intervals in which
no event occurs and one for the mterval in which the event
occurs) Recode the VS variable so that it 1s O for the time
intervals 1n which no event occurs and 1 for the time interval
in which an event occurs Add a count variable to each record
to represent the number of time intervals the individual 1s
followed To illustrate, consider a data set with two individu-
als, one who 1s followed for 120 months and does not have an
event, and one who has an event in the 60th month of
followup Thus, for the individual who did not have an event,
there will be one observation 1 the analysis data set This
observation will have a count varable with a value of 120,
representing the number of time ntervals the individual was
followed, and VSN = no event occurred For the individual
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who did have an event in the 60th month of followup, there
will be two observations 1n the analysis data set The first
observation will have a count vanable with a value of 59 and
VSN = no event occurred, the second will have a count
variable with a value of 1 and VSN = event occurred SAS
code for creating this data set 1s provaded i this section (SAS
Version 6 for SAS PROC LOGISTIC and SAS Version 5 for

SUDAAN)
DATA PTL, SET ORIGINAL,

/*Calculate the number of time ntervals an individual */
/*was followed using the CEIL function so that if the */
/*mdividual was followed for part of an interval, the */
/*interval 1s counted */
FUT=CEIL (FU/number of days in chosen time nterval),

/*Create one observation for each individual who did not
have an event */

Code for SAS Version 5—
IF V5=0 THEN DO,

VSN=0,
NFUT=FUT,
FUTSMPWT=NFUT*SAMPWT,
OUTPUT,

END,

Code for SAS Version 6—
IF V§=0 THEN DO,

VSN=2,

NFUT=FUT,

OUTPUT,
END,
/*Create two observations for each 1ndividual *f
/*who had an event during the following period, *
/*one observation for the time ntervals during */
/*which no event occurred and one observation *

r*for the ume interval in which the event occurred */
Code for SAS Version 5—

IF VS=1 THEN DQ,

IF FUT > 1 THEN DO,
VSN=0,
NFUT=FUT-1,
FUTSMPWT=NFUT*SAMPWT,
OUTPUT, END,

VSN=1,

NFUT=1,
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FUTSMPWT=NFUT*SAMPWT,
OQUTPUT,

END,

Code for SAS Version 6—

IF V5=1 THEN DO,

IF FUT > 1 THEN DO,
VSN=2,
NFUT=FUT-1,
QUTPUT, END,

V8N=1,

NFUT=1,

OUTPUT,

END,

Analysls under option 1

For option 1, the SAS procedure LOGISTIC (SAS Ver-
sion 6) can be used to perform the person-time logistic
regression (42) The WEIGHT statement 1s needed to repre-
sent the count of the tume intervals each individual was
followed For SAS PROC LOGISTIC, the oulcome vanable
should be coded 2 for an individual who does not have an
event and 1 for an individual who does have an event The
data set must be arranged as already descnibed

SAS 6 code—

PROC LOGISTIC DATA=PTL,
MODEL VSN=vanables in model,
WEIGHT NFUT,

Analysis under options 2, 3, and 4

For options 2, 3, and 4, use PROC LOGISTIC in SUDAAN
to perform the person-time logistic regression analysis (25)
Either a first-order SAS Version 5 data set or a sequential file
(ASCII for PC SUDAAN) can be used as mput for the
LOGISTIC procedure The data set should be arranged as
already described The outcome vanable should be coded 0 for
an individual who does not have an event and 1 for an
individual who docs have an event The coding of categornical
vanables in the model 1s different in SUDAAN than 1t 1s 1n
SAS In SUDAAN, categorical vanables must have positive
nonzero values For example, a dichotomous variable (coded
0-1 m SAS) must be coded 1-2 in SUDAAN where 2
represents the reference group (coded 0 1n SAS)

The recommended design for the NHEFS 1s “WR,”
which means “with replacement ” The NEST slatement 1s
used to specify the stratum and PSU wvanables, and the
WEIGHT statement 1s used to specify the weight vaniable
Note that the weight vanable for a person-time logistic
regression using the data arrangement already descnbed 1s the
product of the sample weight and the number of time ntervals



of followup Choice of approprnate stratum and PSU codes and
sample weights for different NHEFS subsamples was dis-
cussed in the section “Other statistical 1ssues” Dummy
stratum and PSU codes are used for option 3 and dummy
sample weights are used for option 2 Thus, the vanables in
the NEST and WEIGHT statements differ for the three options

As a check, SUDAAN can be run with a design of “SRS”
(stmple random sampling) and no NEST statement The
regression coefficients from the SRS analysis should be 1den-
tical to those from the SAS LOGISTIC analysis The standard
errors from the two analyses should be similar but not
identical

The data set must be sorted by the stratum and PSU
vanables Thus, the data set 1s 1n a different sort order for
option 3 than 1t 1s for options 2 and 4

The design effect calculated in SUDAAN when the data
are arranged as previously described will not be correct
because the weight vanable represents both the sample weight
and the number of time intervals of followup

When analyzing subgroups of the NHEFS sample, use the
SUBPOFN statement to select the subgroups from the total
sample rather than performing the analyses using subfiles
When the SUBPOPN statement 15 used, SUDAAN 1s able to
use the full design information to calculate the vanances If
subfiles are used, the vanance estimates will be incorrect if
there 1s not at least one person from the subgroup in each PSU
within a stratum

Following are the specific details for options 2, 3, and 4

Option 2—The regression coefficients obtamed under
option 2 will be idenucal to those obtaired under ophon 1 The
estimates of the standard errors will be different The sample
weights are 1gnored by using a dummy sample wesght of 1 for
each mdividual Thus, the weight vanable for this option,
which 1s the product of the sample weight and the intervals of
followup, 1s just the count of the time intervals of followup

Option 3—For this analysis, all individuals are assigned
to the same stratum, and each individual represents a unique
PSU Thus, a dummy stratum code of 1 1s used for all
individuals and a set of dummy PSU codes (for example, the
ID’s) such that each individual has a umque code 1s used The
weight vanable for this person-time logistic regression analy-
s1s 15 the product of the individual’s sample weight and the
count of the time intervals the individual was followed

Option 4—The regression coefficients obtained under
option 4 will be 1dentical to those obtatned under option 3 The
standard error estimates will be different The weight vanable
for this analysis 15 the product of the individual’s sample

weight and the count of the time intervals the individual was
followed

SUDAAN code for options 2, 3, and 4—
PROC LOGISTIC DATA=SASLIB PTLxx
/* xx=24 for options 2,4 *f
/* xx=3 for option 3 */
DESIGN=WR
FILETYPE=SAS,

(I3 RS2 I ET 22T E RS2 22222 L R 22t 2]
L]

/*Use the appropnate NEST and WEIGHT statements for the

option being performed, *
I*NEST and WEIGHT statements for option 2— */
/* NEST STRATUM PSU, 2
/* WEIGHT NFUT, *
/*NEST and WEIGHT statements for opnion 3— *f
/* NEST NOSTRAT ID, *
/* WEIGHT FUTSMPWT, *f
/*NEST and WEIGHT statements for option 4— */
/* NEST STRATUM PSU, *
/* WEIGHT FUTSMPWT, */

LA LR A IR 22 LR R L R Rt EE R R R E R Rt L R
?

SUBGROUP categonical vanables in model,
LEVELS levels of each categorical vanable,
SUBPOPN domain vanables and ranges,
MODEL VSN=variables 1n model,
SETENV DECWIDTH=5 LINESIZE=132,
TEST SATADCHI WALDCHI WALDF,
PRINT BETA SEBETA T_BETA

P_BETA DEFT/TEST=ALL

STYLE=NCHS,

TITLE "Person-time logistic regression”,
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Appendix I
Weight trimming

Extreme vanation 1n sample weights can result 1n exces-
sively large vanance estimates and loss of power Weight
timming, also called weight truncation, 1s a technique that can
be used ta reduce the size and number of extreme sample
weights Weight tumming involves identifying extreme sample
weights, reducing them to some specified maxmum, and
distributing the tnmmed portion of these weights so that the
adjusted weights sum to the same total as the onginal weights

The goal of weight trimming 1s to reduce the mean square
error of parameter estimates The mean square error 1s the sum
of the squared bias of an eshimate and the vanance of the
estimate An optimal tnmming pomti reduces the vanance of
the estimate enough to offset the bias that 15 introduced by
tnmmung the sample weights

When the sample weight distribution differs across sub-
groups, weight tnmming should be done within the subgroups
In other words, if weights are to be tnmmed at the 98th
percentile, they should be tnmmed at the 98th percentile for
each subgroup rather than at the 98th percentile for the entire
sample In the second data example (analysis of location 1-65
sample), 1n the section “Incorporating the complex survey
design,” we tnmmed weights within eight age-race—poverty
residence subgroups (table II)

Numerous tnmming procedures are available (30-33) In
this report we used the inspection procedure and the estimated
mean square error (MSE) procedure using regression coeffi-

cients (31,33) Both procedures are descnibed briefly in this
section

Inspection procedure

The inspection approach 1s simple, but 1t 15 subjective and
does not assess the effect of the trimming on the MSE of
variables This procedure generally involves examining the
mean, vanance, coefficient of vanation, and selected percen-
tiles of the sample weight distnbution to identfy a logical
trimming point

Estimated mean square error procedure
using regression coefficients

The MSE procedure using regression coefficients involves
calculating the mean square error for each of the vanables in
the model using weights timmed at ¢ different levels For each
variable, the #-estimated MSE’s are ranked The tnmming
level with the smallest average rank across the vanables
mimimizes the MSE for the set of vanables In the second data
example, there were mine vanables in the model, and we
considered four different tnmming levels (98th, 95th, 90th,
and 80th percentiles) For each of the mine vanables, the MSE
was estimated using the four trimming levels and was assigned
a rank of one to four Finally, for each tnmming level, the nine

Table I Sample weight percentile for males 4574 years of age In locatlons 1-65 by poverty residence, race, and age NHANES |

Epldemiologic Followup Study

Sample weight percentite
Poverty residence, race, and age N 100 a8 95 20 Miimum
Nonpoverty residence
White males
45-64 years 681 90940 46 743 38,568 30 854 4,546
6574 years 787 21 866 {2 456 5420 7512 1013
Black males
4564 years 39 45127 45127 36,368 36 043 4263
65-74 years 48 B 625 8,625 2.878 6 335 839
Poverty residence
Whie males
45-64 years 471 69,503 15,140 12,124 10 831 2142
65-74 years 574 10,675 3,092 2,749 2419 498
Black males
45-64 years 175 59 809 10217 9610 8,863 969
€65-74 years 248 4 553 2518 2 286 2,054 471

NOTE NHANES | is the Natonal Health and Nutnban Examunation Survey |
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ranks were averaged, and the tnmming level with the smallest where

average rank was chosen as the optimal tnmming level X = the parameter esimate obtained when the weights
An approximate formula for the MSE of the estimate are tnmmed at the jth percentile
when the weights are trimmed at the jth percentile 15 Xioo = the parameter estimate obtained when the weights
2 1t
MSE(X)) = Var (X)) + (X, — X,00) are not tnmmed



Appendix Il

SAS code for computing
sample weights for locations
1-100

£

As descrnibed 1n the section ‘Other slalislical 1ssues,’
when analyzing the entire NHEFS sample (n = 14,407), a new
set of sample weights must be calculated The SAS code 1n
this section can be used to calculate these sample weights
Two input files are needed NHEFS vital and tracing file and
any NHANES I file (except 4091, 4140, and 4171)

Variables used in the algorithm—

SEQNO = HANES 1 sequence number

WT165 = HANES 1 sample weight for all persons
from locations 1-65

WT66100 = HANES [ sample weight for locations
66—100

WTI100 = new sample weight for all persons from
locations 1-100

SAS code—

*Input NHEFS vital status file,
DATA NHEFSVTS,
INFILE IN1,
INPUT SEQNO 1-5
AGE 25-26
SEX 32
RACE 33,
PROC SORT,
BY SEQNO,
*Input NHANES 1 sample weights,
DATA NHANESI,
INFILE IN2,
INPUT SEQNO 1-5
WT165 176-181
WT66100 182-187,
PROC SORT, BY SEQNO,
DATA COMBINE,

30 *U S Government Printing Office 1994 — 301-019/00005

MERGE NHEFSVTS(IN=A) NHANESI,

BY SEQNO,

IF A,

IF AGE<45 THEN AGEC=25,

ELSE IF 45<= AGE<=64 THEN AGEC=45,
ELSE IF AGE>=65 THEN AGEC=65,

IF RACE=3 THEN RACEC=2, ELSE RACEC=],

[F AGEC=25 AND SEX=1 AND RACEC=1 THEN ADJ=1255/
1804,

ELSE IF AGEC=25 AND SEX=2 AND RACEC=1 THEN
ADJ=2879/3661,

ELSE IF AGEC=45 AND SEX=1 AND RACEC=1 THEN
ADJ=1152r1661,

ELSE IF AGEC=45 AND SEX=2 AND RACEC=1 THEN
ADJ=1263/1875,

ELSE TF AGEC=65 AND SEX=1 AND RACEC=1 THEN
ADJ=1361/1523

ELSE IF AGEC=65 AND S5EX=2 AND RACEC=1 THEN
ADJ=1503/16384

ELSE IF AGEC=25 AND SEX=1 AND RACEC=2 THEN
ADJ=203/251,

ELSE IF AGEC=25 AND SEX=2 AND RACEC=2 THEN
ADJ=658/734,

ELSE IF AGEC=45 AND SEX=1 AND RACEC=2 THEN
ADJ=214/259,

ELSE IF AGEC=45 AND SEX=2 AND RACEC=2 THEN
ADJ=250/309

ELSE IF AGEC=65 AND SEX=1 AND RACEC=2 THEN
ADJ=294/313,

ELSE IF AGEC=65 AND SEX=2 AND RACEC=2 THEN
ADJ=316/333,

IF WT66100 NE THEN WT1100=ROUND(WT66100 *
(l-ADJ)91)$

ELSE WT1100=ROUND(WT165 * ADJ.1),
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